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ABSTRACT

A high-parallel VLSI core architecture for MPEG-4 motion estimation is proposed in this paper. It possesses the characteristics of low memory bandwidth and low clock rate requirements, thus primarily aiming at 3G mobile applications. Based on a one-dimensional tree architecture, the architecture employs the dual-register/buffer technique to reduce the preload and alignment cycles. As an example, full-search block matching algorithm has been mapped onto this architecture using a 16-PE array that has the ability to calculate the motion vectors of QCIF video sequences in real time at 1 MHz clock rate and using 15.5 Mbytes/s memory bandwidth.

1. INTRODUCTION

The third generation (3G) wireless system provides the high-speed mobile platform with Internet Protocol (IP) [1], which allows the implementation of many types of IP-based internet applications, such as e-mail service, web page browsing and image/video transmission. Among these, real-time video applications represent an important part of mobile multimedia [2]. However, due to the inherent data intensity of video, compression techniques are required to reduce bit rates. This is achieved largely by exploiting temporal data redundancy in video streams such as motion estimation (ME) techniques. Since the ME operations can take up to 80% of the computational burden of a complete video compression procedure, it is the most important component in real-time video applications [3]. Many VLSI architectures for ME have been proposed. However, most of them target at MPEG-1/2 video coding applications, such as videophone, video conferencing, video broadcasting, etc. These architectures are not particularly suitable for mobile and low power applications [4]. In this paper, a high parallel and low power consumption architecture that is based on a one-dimensional tree architecture is presented [5]. It features the high data utilisation by using parallel pipelining and the low clock rate by introducing the dual-register/buffer technique that reduces idle clock cycles.

The rest of the paper is organised as follows. In section 2, two typical ME algorithms are briefly described. Section 3 presents the proposed VLSI architecture in detail with emphasis on the key component PE array. In section 4, the performance of the architecture is analysed in terms of the minimum clock rate and the minimum memory bandwidth requirement. Finally, the conclusions are drawn in section 5.

2. MOTION ESTIMATION ALGORITHMS

Recently, MPEG-4 video standard has been introduced to cover wireless multimedia applications [2]. It adopts block-matching algorithms with alpha binary plane to achieve motion estimation [3, 6]. Figure 1 illustrates the principle of the block matching motion estimation technique. First, the video frames are segmented into \( N \times N \) non-overlapping rectangular blocks. Every block within the current frame is matched to the corresponding blocks within a search area on the previous frame. A matching criterion, or distortion function, that measures the similarity between the current block and candidate block is calculated. Then, a motion vector to the position of the candidate block, which has the minimum measurement with the current block, is generated to replace the real movement of the objects in a compressed video stream [3]. Thus, the temporal redundancy within a video sequence is reduced.

2.1. Full-search block-matching algorithm

Because of its low distortion and regular data flow, the full-search block-matching has been one of the most widely used ME algorithms. In this algorithm, the current block located at the pixel \((x,y)\), as shown in the figure 1, is matched to every candidate block within a \((2p+N-1) \times (2p+N-1)\) search window, where \(p\) is the pixel search range. For every candidate block with a displacement \((dx, dy)\), a sum of absolute difference (SAD) is calculated, which is given by

\[
SAD(dx, dy) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} |I(m,n) - I(m+dx, n+dy)|
\]

where \(I(m,n), I(m, n + dy)\) are the intensity values of the pixels.
located at position \((m, n)\) in current and previous blocks, respectively. Similar SAD for next candidate block is calculated and compared to the existing SAD. The block giving the smaller SAD is kept as the minimum candidate. This process continues until all blocks are matched and a final minimum SAD is obtained. The motion vector is considered as being the displacement \((dx, dy)\) of the block corresponding to this minimum 131.

2.2. Object-based motion estimation

Recently finalised MPEG-4 standard emphasises object-based motion estimation, which estimates the movements of the objects in a video sequence, rather than blocks [6]. To support the arbitrary-shaped objects motion estimation, an alpha binary plane has to be defined. The alpha plane contains the information of whether a pixel is inside the object or not [3]. Thus, the SAD for the object can be represented below:

\[
SAD(dx, dy) = \sum_{m=1}^{N} \sum_{n=1}^{N} |I_m(n, a) - I_{m+dx, n+dy}| \times \alpha(x, y)
\]

where \(\alpha(x, y)\) is the binary value for the \((x, y)\) pixel in the current block. The value is one when the pixel is inside the object; otherwise, it is zero as shown in the figure 2.

![Figure 2. Alpha binary plane](image)

3. PROPOSED ARCHITECTURE

In this section, we describe the main components of the proposed architecture and give details of the PE array, which is the most computationally intensive part of the system.

3.1. System overview

The figure 3 shows the block diagram of the ME architecture, which includes five components: memory unit, address generator, PE array, minimum unit and control CPU [3].

The memory unit is divided into two modules. One is to store current frame data and alpha plane data; the other is for previous frame data. The address generator computes the addresses, at which the candidate pixels for the block matching are stored. It also fetches the pixel data from memory unit and feeds them into the PE array. The PE array computes the absolute difference between previous and current frames and sends result to the minimum unit. Then, as illustrated in the figure 6, in the matching cycles, the previous block data are loaded into the PEs by parallel pipelining. Before matching to the preloaded current data, the previous data must align with the current data. It takes \(N_{P_E}\) clock cycles to align the previous data with the current data, where \(N_{P_E}\) is the number of PEs. While the SAD calculation starts, the previous data shift from the left to the right within PE array until they match the corresponding current data already in the PE array. In every clock cycle, \(N_{P_E}\) absolute difference values for each of the parallel-processed blocks are calculated; they are summed up by a group of the adders in the PE array (Figure 4). The summed result is then sent to the minimum unit to calculate the SADs for each of the matching points and finds the minimum SAD for motion vector.
Currently, there should be $N_{P}$ processing elements in the PE array. Here, we assume that $N_p$ is 16, and as an example, full search BMA has been chosen to evaluate this architecture. In this case, $N_p$ blocks of the candidates can be processed simultaneously, and the pipelining can be organised as in the figure 7.

3.4. High parallelism

Different from other architectures presented in [3, 4, 5], high-parallel processing can be easily achieved on the proposed architecture. This is due to high number of blocks (more than 16) can be processed simultaneously. Figure 9 illustrates the data flow organisation of the architecture processing 32 blocks in parallel. In this illustration the pixel search range is 1-8, 71 and the block size is 16x16. When the data of the first row (from [1] to [16]) of the current block is in the PE array, as shown in figure 9(a), all previous data need to be matched in the search range, as shown in the figure 9(b). The data required to match the first sixteen blocks is the first row of the search range, as shown in the figure 9(c). To achieve high-parallel processing, we simply load the data from the blocks 17 to 32 (i.e., the second row of the search range) after completing the matching of blocks 1 to 16 without changing the current data, as shown in figure 9(d). Hence, there is no need to access the memory for another group of current data, nor reloading cycles. Furthermore, with dual register/buffer structure, the data in the second row are loaded into register Group B at the same time of matching the first row data in register Group A. This allows the alignment cycles to be skipped for the previous data.
4. PERFORMANCE ANALYSIS

The architecture is aiming at the 3G mobile platform, which currently has 64 kbits bandwidth to upload and transfer data. Thus, a minimum compression rate of 70 is required to achieve real time video applications with acceptable visual quality [4]. If we adopt QCIF as typical video format in mobile applications, uncompressed and compressed video data per frame will be (176x144x8)/1024 = 198 kbits and 198/70 = 2.829 kbits, respectively. Therefore, the video transmission rate over the 3G platform should be 64/2.829 = 22.628 frames.

4.1. Minimum clock rate analysis

To meet the real-time processing condition, \( (N_x \times N_y)/(N_x \times N_y) \times fps \times (2p)^2 \times N_p \times N_d \times N_c \)
current blocks have to be matched per second, where \( N_x \times N_y \) is the frame size (176 x 144 for QCIF), and \( N_x \times N_y \) is the block size (16 x 16 in our case). With a search range \( [p, p-1] \), for every current block, there are \( N_{sub} = 2p \times 2p \) candidate blocks. Therefore, \( (N_x \times N_y)/(N_x \times N_y) \times fps \times (2p)^2 \times (2p)^2 \) pairs of blocks must be matched every second. The current blocks are divided into a group of \( N_{pe} \) - pixel sub-blocks, in which the pixels can be matched simultaneously within the PE array. The number of clock cycles to match a sub-block with \( N_p \) candidate blocks, which are processed simultaneously, is defined as \( C_{sub} \). In addition, the number of the clock cycles needed to preload current data and alpha plane data is defined as \( C_{pre} \), and the number of cycles for matching and aligning are defined as \( C_{match} \) and \( C_{align} \) respectively. We have

\[
C_{sub} = (C_{pre} + C_{align} + C_{match}) \times N_{sub}
\]

\[
N_{sub} = (N_x \times N_y) / N_{pe} \quad C_{pre} = N_{pe} / N_{pre} \quad C_{align} = N_{pe} - 1 \quad C_{match} = 2p
\]

where \( N_{pe} \) is the number of processing elements; \( N_{pre} \) is the number of preload buses; \( N_{sub} \) is the number of sub-blocks within the current block. Moreover, \( C_{sub} / N_p \) is the number of clock cycles required to match a sub-block. Therefore, the minimum clock rate required is given by:

\[
C_{clock} = \frac{N_{pe} / N_{pre} \times (N_{pe} - 1) \times 2p \times (2p)^2 \times (2p)^2 \times fps \times N_x \times N_c}{N_x \times N_y \times N_{pe}}
\]

For the PE array with the dual register/buffer structure, there are only \( N_{pe} - 1 \) preload cycles in the beginning of the motion estimation process. Hence, the minimum clock rate can be calculated as:

\[
C_{clock_{dual}} = \frac{2p \times (2p)^2 \times fps \times N_x \times N_c}{N_x \times N_y \times N_{pe} - 1}
\]

The above formulas suggest that the minimum clock speed required decreases while \( N_p \) increases for both single and dual register structures. And, for smaller \( N_p \), the dual register based architecture requires much lower clock speed than that based on a single register.

4.2. Minimum memory bandwidth requirement analysis

Power consumption is another important consideration for the intended mobile applications. For an ME algorithm, memory access operations are the predominant factor contributing to the power consumption, rather than the clock rate [3]. For the parallel-pipelined architecture, as illustrated in the figure 7, the total amount of data fed to the PE array per second, \( M_{data} \), is equal to the quantity of memory access for every candidate block multiplied by the number of candidate blocks. Therefore,

\[
M_{data} = (Q_{current} + Q_{previous}) \times N_{pe} \times N_{sub} \times N_{can} \times fps \times N_x \times N_c / N^2
\]

where \( Q_{current} \) and \( \alpha \) is the quantity of current and alpha data access for every sub-block; and \( Q_{previous} \) is the quantity of previous memory access for \( N_p \) candidate sub-blocks. Then,

\[
M_{data} = \frac{(N_{pe} \times 9 + (N + 2p - 1) \times 8) \times (2p)^2 \times fps \times N_x \times N_c}{N_x \times N_y \times N_{pe}}
\]

If the preload bus is 9-bit wide, 8 bits are needed for current block and 1 bit for the alpha plane data. The matching data bus is 8-bit wide for the previous data. This formula shows that the memory bandwidth is sharply reduced while \( N_p \) increases, especially when \( N_p \) is falling into the range of 16 and 32. In addition, the architectures with single and dual register/buffer structures have the same quantity of memory access per second. Therefore, they have the same minimum memory bandwidth requirement.

5. CONCLUSIONS

This paper presents a parallel VLSI architecture for motion estimation, aiming at 3G mobile applications. Initial analysis shows that the architecture requires relatively low memory bandwidth and clock rate, therefore suitable for low power consumption and low cost VLSI design/implemention. Moreover, due to the adoption of the dual-register structure, the architecture significantly speeds up data processing and therefore provides high throughput. These make the architecture ideal for the mobile video applications.
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