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Abstract

A study to optimise an IgG based immunosensor is presented, that has been carried out by absorbing monolayers to a gold transducer surface at varying immersion times and temperatures. The theory and kinetics of monolayer adsorption are analysed and discussed.

Existing mathematical models are reviewed and experimentally researched, to highlight gaps in knowledge that would facilitate high quality, cost effective immunosensor production. The creation of two mathematical models to predict monolayer adsorption kinetics and optimal immersion times are discussed. Details are provided of how the new mathematical models may be advanced, and how the production of immunosensors may be further improved.

The first novel mathematical model (PTCS) has been created to model the presence of two sequentially forming structures on the surface of a substrate. It gives an insight into the percentages of each structure on the surface, along with the actual adsorption process. This model provides a good fit to all applicable experimental data and has allowed the deduction of optimum immersion times. The second novel model (PIF) provides a greater insight than existing models into the individual contributions to surface coverage by both random and island growth. This allows an insight into how the monolayer surface is covered, which is critical to determine the optimum conditions for adsorption. This model also provides a good fit to the isotherm data it has been applied to.

To provide a thorough understanding of the bulk properties of monolayer formation over the gold transducer, and how these properties vary with immersion time and temperature, various measurement techniques have been employed. Electrochemical Impedance Spectroscopy (EIS) has been the principle measurement technique used to measure the bulk properties, but confirmation studies have also been carried out including, Contact angle measurements, FTIR microscopy with BSA molecular labels, Fluorescence microscopy for small adsorbed molecules and AFM for layers assembled from macromolecules. The data generated from the different techniques show consistency with the arguments discussed in each instance.

Two different IgG adsorption processes have been compared. These include direct IgG addition and a multilayered streptavidin-based process. The results indicate that IgG molecules adsorbed via the streptavidin based multilayer process are more vertically orientated and have a higher packing density of IgG molecules.

Keywords: Self Assembled Monolayer, impedance-based immunoassay, Streptavidin, biotinylated IgG, mathematical adsorption modelling.
“Any intelligent fool can make things bigger; more complex and more violent. It takes a touch of genius - and a lot of courage-to move in the opposite direction.”

Albert Einstein
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**Figure A2.1:** Normalised Raw EIS data at temperatures less than the Gyepi-Garbragh critical temperature (Tc) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer. Discrete points show the actual experimental data, the lines show the calculated impedance from the fitted PTCS-Kisliuk model and PTCS-PIF model.
**Figure A2.2:** Raw EIS data at temperatures greater than the Gyepi-Garbrah critical temperature (T_c) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer. The isotherm at 22 °C is also included for comparison. The discrete points show the actual experimental data. The lines show the calculated impedance from the fitted PTCS-Kisliuk model and the PTCS-PIF model.
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Chapter 1: Introduction

Immunoassay involves employing antibodies to identify analyte molecules which are then detected as part of a diagnostic test. This technique is a well established method of testing and has been employed in a number of different industries including clinical chemistry analysis (Oellerich, 1980), medicine, domestic tests (such as pregnancy tests), veterinary diagnostics, drug screening, food, biowarfare and environmental tests (Ward and Morgan, 1993, Heineman et. al., 2001).

Target analyte molecules were first quantified in immunoassay tests using radiation measurements in conjunction with radioactive molecular labels (Yalow and Berson, 1960). In this test, target analyte molecules are bound to a known number of moles of monoclonal IgG antibodies, serving to block antigen binding sites on the antibodies. Radio labelled antigen molecules are then added to the solution and saturate the remaining unblocked antigen binding sites on the remaining antibodies. The radiation emitted by the end processed sample, consisting solely of radio labelled-antibody conjugates and target analyte-antibody conjugates, is then measured and correlated to the amount of analyte present in the sample.

This method of measurement has the obvious disadvantage in that radiation is hazardous to health. To eliminate this problem, the Enzyme Linked Immunosorbent Assay (ELISA) was developed (Van Weemen and Schuurs, 1971), which involves the use of enzymes to facilitate the conversion of a species of aqueous molecule to a fluorescing compound from a non-fluorescing compound. The initial rate at which these molecules are made to fluoresce is either proportional or inversely proportional to the concentration of target analyte in the sample (depending on the type of ELISA used). The preferred method of quantification for ELISA is therefore spectroscopy based.

Though ELISA is still a widely used type of immunoassay, electrochemical immunoassays (ECIAs) have recently been developed, which rely on the direct application of electrical current to the immunoassay system to quantify the amount of analyte present (Heineman et. al., 2001). Advantages that electrochemical immunoassays have over ELISA are that electrochemical immunoassay can be used to
detect analyte in optically dense samples and it is more amenable to miniaturisation without compromising sensitivity or increasing cost. Moreover, certain types of electrochemical immunoassay can detect the target analyte directly, eliminating the need for costly and time consuming labelling procedures (Tweedie et. al., 2006).

As immunoassays have been so widely used, there has been a great deal of research conducted into improving the reproducibility, stability, sensitivity, shelf life and limit of detection of immunoassay sensors (also known as immunosensors). In instances where the immunosensor is dependent on the target analyte binding to an antibody modified planar surface, these factors are normally largely dictated by the means in which the antibodies have been attached to the antibody modified surface (Diaz-Gonzalez et al., 2005).

For example, the method of antibody immobilisation to the surface dictates a number of antibody monolayer properties including: the degree of freedom antibodies have to move over the surface whilst in solution, the orientation in which antibodies bind to the surface and how readily the antibody layer will desorb from the surface during measurement. Hence, the effective attachment of antibody monolayers to the surface of a substrate usually involves the prior attachment of one or more molecular layers to fasten the antibody layer to the surface in the desired manner.

One method of achieving this is through direct adsorption. Here, the surface that is eventually to be modified with antibodies is immersed in a solution containing the appropriate molecular layer molecule in the aqueous phase. The surface is then left in solution for a certain immersion time to enable a complete molecular layer to form across it. Monomolecular layers (monolayers) are commonly adsorbed to the surface using this method and it is normal to sequentially adsorb several monolayers to the surface before antibody attachment. In this report, the antibody layer and the monolayers associated with binding the antibodies to the surface are collectively referred to as the “biolayer.”

From an economic and efficiency point of view, it is important to weigh sensitivity, time of response, reproducibility and accuracy against the cost of immunosensor
manufacture, including the cost of the time taken to manufacture them. It is therefore, important to design each molecular layer required to attach the antibody to the surface. Such design work commonly involves the use of mathematical models. However, little academic literature exists regarding the cost effective design and optimisation of these layers using mathematical design equations.

1.1 Project brief
The aim of this project was to help to address this issue by developing mathematical design equations for use in immunosensor design. This allows the optimum immersion time to be determined via calculation. These equations were then compared to existing models and fitted to adsorption data obtained at different temperatures. The mathematical models developed could then be used in conjunction with experimental studies to provide insight into adsorption kinetics involved in monolayer formation. This would facilitate understanding of how monolayers form across the surface, providing an indication into how adhesion of subsequent monolayers would be affected by employing immersion times that are either too long or too short.
Chapter 2  Measurement and Electrochemical Modelling Techniques for Individual Monolayer Formation

2.1  Introduction
Before any systematic study of biosensor manufacture can be initiated, a thorough understanding of the techniques used to measure biolayer characteristics and possible modelling techniques are required. This chapter discusses the extant techniques used to evaluate the formation processes and surface properties of biosensors. It pays particular attention to the use of electrochemical impedance spectroscopy (EIS, as defined by Bard and Faulkner, 2001, Guan et al, 2004), which is the principle measurement technique used over the course of this project. This technique has grown in importance recently as a means of sensitive, non-destructive testing for electrode surface characterisation, as it provides valuable information pertaining to the kinetic processes occurring at the electrode surface (Norlin et al, 2002) and has been featured in studies by Casalini et. al. (1997), Sapper et. al. (2006), Garc et. al. (2008), Booth et al (2009).

2.2  Surface profiling techniques.
A wide range of techniques have been used to characterise the surface properties of protein layers. The particular technique selected to measure a surface property depends on the property being measured and the accuracy that is required.

2.2.1  Photon-based Spectroscopic techniques
Spectroscopic techniques are widely used and can give very accurate detailed information about the nature of the surface of the biolayer for point measurements. In some cases the surface of the sample examined can be increased from a point source to a very small area by the use of a raster scan, involving sweeping the detection beam over the area being profiled. The method however is not practicable for examining the whole surface of the biolayer for biosensors. Specific details of individual techniques are given below.

2.2.1.1  Auger electron spectroscopy (AES)
This Technique uses a focused electron beam to stimulate the emission of Auger electrons on the protein layer under vacuum. Individual atoms are identified by measuring the energies of the emitted electrons, which are unique to an atom of a
specific element. This technique is very accurate but it has a number of disadvantages over alternative techniques. The method is damaging to organic material and is generally not recommended for use for protein layer measurement (B. D. Ratner, 1993). Other disadvantages are that it is only practicable to measure at a single point and that a vacuum must be maintained during measurement, which does not allow insitu measurements.

2.2.1.2 X-ray Photoelectron Spectroscopy (XPS)
During this procedure, X-rays are used to cause the emission of electrons with an energy that is characteristic of a particular element. XPS is capable of extracting surface information such as the empirical formula, chemical state, molecular orientation and electronic state of the elements. This technique is also a very accurate means of surface profiling. However, there are two main disadvantages to using this technique. These are that a very low pressure vacuum must be maintained above the substrate for the technique to be effective and that only a small area can be practicably profiled using the technique in conjunction with a raster scan.

2.2.1.3 Secondary ion mass spectrometry (SIMS)
This procedure analyses the composition of a surface by sputtering the sample surface under vacuum with a focused primary ion beam and collecting and analysing ejected secondary ions. The secondary ions are measured using a mass spectrometer to determine the elemental, isotopic, or molecular composition of the surface. SIMS has an even greater sensitivity than XPS and AES and is able to detect elements present in the parts per billion range.

2.2.1.4 Scanning electron microscopy (SEM)
A SEM is often employed for two uses, including imaging both the topography and composition of a small sample of the substrate surface. This procedure is a profiling technique that sweeps a high energy electron beam over the surface of a sample in a raster scan pattern, whereby a small area of the sample surface is profiled. The interactions between the beam electrons and the electrons of the sample surface atoms cause the emission of secondary electrons, Back Scattered Electrons (BSE) and X-rays. All of which are quantifiable signals.
Secondary electrons are normally used to determine surface topography as the number of secondary atoms to hit the detector is dictated by the sample surface topography. The BSE signal consists of back scattered beam electrons, resulting from an inelastic collision between the electron beam and an atom on the sample substrate. Heavy elements have a greater tendency to scatter the beam electrons than light elements, hence, surface composition can be calculated by monitoring the BSE signal. Similarly, X-rays are emitted when the electron beam stimulates the removal of an inner shell electron from an atom on the substrate surface. This causes a higher energy electron from an outer orbital to transfer to the inner shell and release energy, in the form of a characteristic X-rays. These X-rays are used to identify the substrate composition and to measure the abundance of elements on the substrate surface.

The resolutions obtained using a SEM varies between models as the resolution is dictated by the size of the electron spot. Typically resolution falls between 1 nm and 20 nm although recent SEMs have been able to produce resolutions in the order of $10^{-1}$ nm (Roussel, 2009).

This method of spectroscopy has advantages over other types of conventional spectroscopy as it usually employs a raster scan, enabling the system to image a small area of the substrate instead of a single point on the surface.
2.2.1.5 Infra-Red spectroscopy

This method of measurement encompasses a wide range of techniques, for example IRRAS, FTIR, ATR-FTIR and ATR-IR. All of these techniques utilise focussed beam of Infra-Red radiation, hence they will all be considered together. The infrared spectrum of a sample is collected by passing a beam of infrared (IR) photons through the sample at three different wavelengths: near infra-red (14000–4000 cm\(^{-1}\)), medium infra-red (4000–400 cm\(^{-1}\)) and far infra-red (400–10 cm\(^{-1}\)).

As the IR beam passes through the sample, sample molecules rotate or vibrate when they absorb and are excited by IR photons at the particular wavelength that corresponds to the molecules’ discrete energy levels. Hence, different covalent bonds absorb at different IR wavelengths allowing different molecules to be identified within the sample.

The advantage of this technique over other spectroscopic techniques is that it requires minimal sample preparation and no vacuum, however, it is not as sensitive as the spectroscopic techniques mentioned previously in sections 2.1.1.1. and 2.1.1.4.

2.1.1.6 Raman spectroscopy

This method of measurement involves a number of variations known widely as: SERS, SERRS and TERS. Raman spectroscopy involves using a beam of photons to excite analyte molecules from the ground state to a virtual energy state. The molecule then relaxes and emits a photon as it returns to a different rotational or vibrational state. The difference in energy between the original state and the new state causes the emitted photon's frequency to shift further away from the excitation wavelength (Turrell and Corset, 1996).

Emitted photons, therefore, provide vibrational information that is specific to the chemical bonds and the symmetry of molecules. This allows the identification of molecules on the surface via their “fingerprint” spectra. Photons used in Raman spectroscopy are usually either in the visible range, near IR or near ultraviolet range.
Like IR techniques and unlike other spectroscopic methods, Raman spectroscopy measurements are convenient as they are not taken under a vacuum and have a sensitivity comparable to IR.

2.2.2 Scanning probe microscope techniques (SPM)

Scanning Probe Microscopy (SPM) is a microscopy discipline that measures and generates images of a planar surface using a fine probe to scan the sample. This probe moves across the surface in a raster scan of the specimen, and interacts with the surface as it does so. This raster scan typically encompasses a maximum area of the order of $10^2 \mu m$. The quantitative data obtained from the probe-surface interaction is stored over the process of the raster scan and displayed as a function of position in a computer generated image when the scan is complete. Hence, qualitative and quantitative data is obtained during the use of SPM techniques.

The resolution provided by SPM techniques varies depending on the method of measurement used and some techniques have been found to provide atomic resolution. This can largely be attributed to the use of piezoelectric actuators, which are computer controlled and have the ability to move with a high degree of precision. Examples of SPM techniques include: Atomic Force Microscopy (AFM), Ballistic Electron Emission Microscopy (BEEM), Scanning Tunnelling Microscopy (STM), Scanning Electrochemical Microscopy (SECM) and Chemical Force Microscopy (CFM). SPM samples are often easy to prepare and don’t require a vacuum, giving it an advantage over some spectroscopic techniques.

2.2.3 Quartz Crystal Microbalance (QCM)

Quartz Crystal Microbalances (QCMs) measure a mass deposited on a crystal by measuring the change in frequency of the quartz crystal resonator. The resonance of the crystal is altered by the addition or removal of a small mass at the surface of the acoustic resonator. QCM sensors have been found to be highly effective at quantifying the affinity of molecules, macromolecules and microscopic organisms to surfaces functionalized with recognition sites (Dean, 2008).

QCMs can be used under vacuum, in the gas phase and in liquid environments. By relating the change in mass to the change in frequency of the QCM’s quartz crystal
resonator, mass densities down to a level of below 1 μg/cm² can easily be measured. Dissipation can also be measured to help analysis, which is a parameter quantifying the damping in the system and is related to the sample's viscoelastic properties. Unlike SPM and spectroscopic measurements, QCM takes into account the material present across the entire crystal surface, however, it is substantially less sensitive than some of the spectroscopic techniques.

2.2.4 **Ellipsometry**

Ellipsometry analyses the change of polarization of incident light, which is reflected off a sample, and has been reported to be able to measure down to a single atomic layer, Khoshman (2005). Ellipsometry is classified as being an optical technique for the investigation of the dielectric properties (complex refractive index or dielectric function) of thin films. This allows an insight to be gained into the fundamental physical parameters of the film and can be related to a variety of sample properties. These include electrical conductivity, chemical composition, crystal quality, and morphology.

2.2.5 **Surface Plasmon Resonance (SPR)**

SPR utilises surface plasmons to quantify the presence of adsorbate molecules across the surface of a thin film by causing them to resonate across the substrate surface. Surface plasmons are electromagnetic waves that travel in a direction parallel and in close proximity to the substrate surface interfacial boundary. Because the waves travel along the boundary of the substrate, surface plasmon oscillations are very sensitive to any change in the boundary. This allows features such as imperfections in the substrate surface and the adsorption of molecules to the substrate surface to be detected. The sizes of features reportedly detected by this technique are in the nanometre range (Schasfoort and Tudos, 2008).
2.2.6 Contact angle measurement

Contact angle measurements involve spotting an ultra–pure water droplet onto a surface under analysis and measuring the angle that the side of the droplet makes with the substrate surface (Figure 2.1). This droplet is approximately 1 mm in diameter and the “contact angle” measured is used to deduce the average hydrophobicity of a particular layer. This is useful when attempting to detect the growth of a monolayer over a substrate.

![Figure 2.1](image)

**Figure 2.1** Contact angle measurement schematic, showing the water drop (semicircle), surface under analysis (rectangle) and angle under measurement ($\theta$) for hydrophilic (A) and hydrophobic surfaces (B).

2.2.7 Electrochemical techniques

Such techniques commonly include EIS and Voltammetry. These techniques pass current through the metal substrate surface and are dependent on the charge transfer resistance, contributed to the circuit by the adsorbed layer over the surface of the substrate. Voltammetry involves applying a DC signal to an electrochemical cell causing current to flow between the electrochemical solution and substrate surface, making these techniques entirely dependent on measured charge transfer resistance. EIS, however, is dependent on an AC signal being applied between the electrochemical solution and working electrode. Hence, the EIS signal is also dictated by the dielectric properties of the monolayer, allowing additional monolayer properties to be measured (Yang et al, 2010).
2.3 Selection of the measuring techniques to be used in this study

The primary measurement technique for this study must be able to quantitatively detect the gradual adsorption of electrically insulating organic monolayers onto other insulating organic monolayers across the entire surface. In two instances, the adsorbate molecule of interest is in the order of Angstroms in size, making it difficult to detect using many conventional measurement techniques.

Labelling monolayer molecules with larger molecules or molecules that would emit light or increase the conductivity of the solution was considered as a primary quantitative method of measurement to facilitate the detection of the monolayers. However, molecular labels are often expensive and large labels introduce an element of steric hindrance, limiting the detection reaction rate and yield, contributing to measurement inaccuracies.

EIS was chosen as the primary measurement technique for this study because it is quantitative, non-destructive and able to measure the properties of thin layers by taking an average measurement of all monolayer molecules over the entire substrate surface. A number of back up techniques analysing a small portion of the substrate surface were selected to support the primary measurements. These techniques were selected on an individual basis where the specific properties of the layer formed were considered in conjunction with the advantages of the measurement technique employed. The measurements used included Contact angle measurement (as discussed in section 2.2.7), Fourier Transform Infra Red (FTIR) Microscopy and Fluorophore labelling and imaging for carboxylic group activation analysis. Larger protein molecules were profiled using an Atomic Force Microscope.
2.4 Electrochemical impedance spectroscopy

2.4.1 Introduction
The detection of microbes using impedance was first proposed by Stewart et al (1899) who observed changes in the electrical impedance of a solution due to growth of bacteria and an increase in the levels of compounds that the bacteria produced. This type of impedance based detection is now known as Electrochemical Impedance Spectroscopy (EIS), as described by Bard and Faulkner (2001).

EIS, when used in conjunction with an aqueous solution of electrolyte and a redox mediator, is particularly well suited to the detection of adsorbed molecular species on the working electrode (Campuzano et al, 2006). The electrical properties of the adsorbed species can either be conductive or insulating and the information obtained by mathematically modelling the spectra can provide a useful insight into the properties of the adsorbed analyte layer and the kinetic processes occurring in the layer and at the solution interface.

2.4.2 The EIS method
The EIS detection signal is typically a low amplitude alternating current (AC) applied between two oppositely charged electrodes, usually in a solid or liquid electrochemical cell. The dielectric properties of electrochemical cell shift the applied signal giving a measurable response. The manner in which the signal alters is dictated by the type of EIS used. Both current and voltage are functions of impedance and can be used to determine the impedance of the electrochemical cell. During potentiostatic measurements, a fixed voltage is applied to the cell and the current response is measured, whereas in galvanostatic measurements a fixed current is applied to the cell and voltage shift is the measured response.
The size of the impedance signal is dictated by the impedance of the electrochemical cell, which in turn, is dependent on two factors: “real” impedance and “imaginary” impedance. Real impedance, also known as resistance, is dictated by the ability of the system to transfer charge from one electrode through an electrochemical cell to an electrode of opposite charge. Imaginary impedance, also known as reactance, is dictated by the ability of the electrochemical cell to block the electric field that induces the electrical detection signal. This ability is reflected in the electrochemical cell’s “relative permittivity” value (discussed in section 2.4.3).

Standard electrochemical impedance measurement systems normally consist of a “working electrode,” which periodically changes from being positively charged to being negatively charged, and a “counter electrode,” which always holds an equal and opposite charged to the working electrode. A third electrode is included to compensate for uneven charging effects in liquid electrochemical cells, which are due to small redox ion concentration gradients in solution that can shift electrode potential and increase noise. This electrode holds a constant potential, is situated near the working electrode and is termed the “reference electrode.” Other electrode configurations exist, which possess unique geometry and do not require a reference electrode as a result (Štulik et al, 2000).

Measurements are made by recording a number of A.C. detection signal measurements at different A.C. electrical frequencies to form a spectra usually displayed in either a “Nyquist plot,” also known as a complex impedance plot, or a “Bode plot,” which is a plot of total impedance and phase angle against frequency (Bard and Faulkner, 2001).

2.4.3 Electrochemical theory

2.4.3.1 Equivalent circuits

Even though EIS measurements do alter as a function of monolayer structure and fractional coverage of the substrate, it is often difficult to determine what the exact physical and chemical properties of the layer are directly from EIS measurements. To this end, “equivalent circuits” were developed to provide a mathematical model for
the EIS behaviour of monolayers. These circuits are purely theoretical, where each component relates to a different physical property of the layer.

The first attempt to model electrochemical cells using equivalent circuits was proposed by Helmholtz (1853). He proposed that the models are simplified by treating the cells as a standard electric circuits and by using capacitors and resistors to simulate the resistive and capacitive effects of the electrochemical cell. To construct such an equivalent circuit, a basic knowledge of the electrochemical system’s sources of imaginary and real impedance contributions is required coupled with a knowledge of standard equivalent circuit models.

Since Helmholtz used the first equivalent circuit to model an electrochemical system, equivalent circuit systems have been refined by adding theoretical components to provide more advanced insights into the properties of the layer. One such element is the Warburg element (W1, Figure 2.2) that models mass transfer effects of redox ions on system impedance.

An example of a modern standard equivalent circuit for a bare working electrode in a standard three electrode, aqueous, electrochemical cell is shown in Figure 2.2, where $R_s$ represents solution resistance, $C_{dl}$ represents the double layer capacitance of the cell and $R_{ct}$ represents charge transfer resistance.

![Figure 2.2 Standard equivalent circuit used for fitting the experimental results: $R_{sol}$, electrolyte resistance; $R_{ct}$, charge transfer resistance; $C_{dl}$, double-layer capacitance and W1, the finite-length Warburg impedance.](image)

Both resistors and capacitors are assumed to be “ideal,” which is to say that resistors do not make any contribution to the imaginary impedance and capacitors do not make any contribution to the real impedance. Thus, the real impedance for a resistor in an equivalent circuit is defined by Ohm’s law, defined in equation (2.1), where $Z'$ is real
impedance, I is electrical current flowing through the electrochemical system, and V is potential difference across the electrochemical system.

\[ Z' = \frac{V}{I} \]  

(2.1)

### 2.4.3.1.1. Resistance elements

Resistors in equivalent circuits are used to model Ohmic resistances, contributed to the system through the leads and connections within the detection circuit; the resistance of the solution, which is independent of frequency but increases as a function of working electrode-counter electrode spacing, and the potential difference arising from electron transfer from a redox ion to an electrode.

### 2.4.3.1.2 Capacitance elements

The capacitance arises from the work of Helmholtz (1853). He observed that a double-layer is formed when an electrical current is passed through an electrode in a liquid electrochemical cell containing an electrolyte. The double layer consists of two layers: the inner Helmholtz plane (IHP), containing adsorbed solvent molecules, and the outer Helmholtz plane (OHP), consisting of ions electrostatically bound to the electrode. Further he drew an analogy between the electrochemical system and an ideal capacitor where the positively and negatively charged plates of the capacitor represent the electrode surface and OHP, respectively, in the electrochemical system. He proposed that the capacitance of the electrolytic cell is modelled to an acceptable degree of error in some electrochemical systems using an ideal capacitor in a circuit.

The capacitance of the equivalent circuit capacitor Helmholtz used to represent the electrolytic cell is defined in (2.2).

\[ C = \frac{\varepsilon_r A}{d} \]  

(2.2)

where C is capacitance; \( \varepsilon_r \) is the relative permittivity of a homogeneous, dielectric layer; A is working electrode area; d is monolayer thickness; \( f \) is frequency, \( \omega \) is radial frequency and \( Z'' \) is imaginary impedance. The relationship of capacitance to the imaginary impedance of the capacitor is defined in equation (2.3).
\[ Z'' = \frac{1}{2\pi fC} = \frac{1}{\omega C} \quad (2.3) \]

### 2.4.3.1.3 Gouy-Chapman theory.

Double layer capacitance can be modelled in some electrochemical systems using a capacitor in an equivalent circuit; the model is inaccurate as it fails to take into account the effects of electric field potential gradient on ion concentration as a function of distance perpendicular to the electrode surface. This effect becomes apparent at low electric field potentials and ionic concentrations (Bard and Faulkner, 2001), where the electric field potential weakens significantly as distance normal to the electrode surface increases.

The ion concentration profile along the surface normal gives the highest concentration of ions nearest to the electrode surface and decreases at an exponential rate with decreased field potential (which is inversely proportional to the square of distance along the electrode surface normal). Thus, a large potential gradient near the surface of the electrode, a low electrode potential or low concentration of ions in the bulk results in double layer thinning (Bard and Faulkner, 2001). Here, double layer thickness is defined as being the distance along the electrode surface normal where the ionic concentration is above that of the bulk solution.

To model this observation, Gouy and Chapman independently produced the idea of the existence of laminae consisting of different densities of charged ions, in place of the OHP, along the electrode surface normal (Bard and Faulkner, 2001). This gave rise to the model shown in equation (2.4), where \( n_i \) is the population of ions at a particular distance along the electrode surface normal, \( n_i^0 \) is the bulk concentration ion population, \( \phi \) is measured potential with respect to the bulk solution, \( k_B \) is the Boltzmann constant, \( T \) is absolute temperature, \( z_i \) is the charge on ion \( i \) and \( e \) is the charge on an electron.

\[ n_i = n_i^0 \exp \left( \frac{-z_i e \phi}{k_B T} \right) \quad (2.4) \]
In terms of equivalent circuit design, when Gouy-Chapman behaviour is evident, it inevitably causes the double layer impedance behaviour to deviate from that of an ideal capacitor. For this reason, it can be helpful to model the double layer using a Constant Phase Element (CPE).

2.4.3.1.4 Constant Phase Element (CPE)

The constant phase element (CPE) was developed to model non-ideal capacitor behaviour which could include Gouy Chapman behaviour and non-homogenous, porous or incomplete dielectric layers, as the non-uniformity of the system commonly introduces a real impedance element. The CPE is shown in Figure 2.3 and defined by equation (2.5) where \(|Z|_{\text{CPE}}\) is total impedance introduced by the CPE, \(n\) is a constant dictated by the non-ideal behaviour of the dielectric layer and \(Y_0\) is a constant that is equal to capacitance when \(n\) is 1.

\[
|Z|_{\text{CPE}} = \frac{1}{Y_0 (j\omega)^n}
\]  

(2.5)

The amount of real and imaginary impedance contributed by this element is dictated by the constant: \(n\), which occupies a value between 0 and 1, with \(n=0\) being representative of a purely resistive component and \(1\) being representative of a purely capacitive element. Thus, the phase angle (\(\phi\), degrees) of the impedance contributed to the circuit by this element can be defined by equation (2.6).

\[
\phi = 90n
\]  

(2.6)
2.4.3.1.5. Warburg Impedance elements

High frequency electrochemical system can be modelled successfully using capacitive and resistive elements alone. At lower frequencies mass transfer of redox ions in the system via diffusion have an increasing effect on the removal of charge from the surface of the electrodes thereby affecting the resistance and imaginary impedance, of the cell. This must be taken into account by using either infinite Warburg or finite Warburg impedance elements, defined in equations (2.7) and (2.9).

\[ |Z| = \frac{\sigma}{\omega^{0.5}} - j\frac{\sigma}{\omega^{0.5}} \]  \hspace{1cm} (2.7)

The ‘infinite’ Warburg impedance element equation (2.7) is most commonly used to model semi-infinite linear diffusion, i.e. the unrestricted diffusion of redox ions to a large planar electrode surface. An example of this is the transfer of redox indicator ions to and from a bare electrode in a single liquid phase. The Warburg coefficient “\( \sigma \)” is used to account for the semi-infinite linear diffusion and is defined by equation (2.8).

\[ \sigma = \frac{RT}{n^2F^2A\sqrt{2}} \left( \frac{1}{C_o^*\sqrt{D_o}} + \frac{1}{C_r^*\sqrt{D_r}} \right) \]  \hspace{1cm} (2.8)

Where A is electrode area, R is the universal gas constant, T is absolute temperature, F is the faraday constant, \( D_o \) is oxidant diffusion coefficient, \( D_r \) is reductant diffusion coefficient, \( C_o^* \) is oxidant concentration at the electrode surface, \( C_r^* \) is reductant concentration at the electrode surface and \( n \) is the number of electrons transferred in the electrochemical reaction (as dictated by electrochemical reaction stochiometry).

The ‘finite’ Warburg impedance element is defined by equation (2.9) and is used to model the presence of thin porous layers over the surface of the electrodes. This term was originally developed to describe the diffusion of redox ions through a stagnant liquid film over the surface of an electrode and has been successfully applied to model the mass transfer effects brought about by a porous or inhomogeneous layer on the surface of an electrode. This is made possible through the use of the \( \delta \) function, which
represents Nernst diffusion layer thickness. In this instance, D represents the diffusion coefficient for redox ions through the diffusion layer on the surface of the electrode.

\[ |Z| = \frac{\sigma}{\sqrt{\omega}} (1 - j) \tanh \left( \delta \left( \frac{j \omega}{D} \right)^{0.5} \right) \]

(2.9)

It can also be seen from equations (2.7) and equation (2.9) that the phase angle of the impedance contributed by the Warburg elements, are independent of frequency. The complex Warburg impedance yielded by the element remains constant at 45°. As none of the Warburg element’s variables alter with frequency other than radial frequency, it should be noted that a constant phase element can successfully substitute a Warburg impedance element in a complex impedance plot, provided the CPE constant ‘n’ is 0.5. However, the Warburg element provides a better insight into monolayer properties.

2.4.3.2 Simulated Equivalent circuit elements in “ZView2” by Scribner associates, Inc.

Construction of an equivalent circuit is relatively simple however fitting parameters to accurately model the impedance data is complicated and time consuming. Commercial simulation packages such as “ZView2” by Scribner associates, Inc have been developed to overcome these difficulties (see Appendix 1 for further information).

2.4.4 Adapting the standard EIS measurements for use in surface adsorption studies.

EIS is an effective tool for determining the dielectric properties of an insulating layer over the surface of a working electrode and, when the data is analysed using equivalent circuits, it is a useful tool for determining the properties and fractional coverage of the adsorbed monolayer. However, to monitor the evolution and restructuring of an adsorbed layer it is necessary to make measurements at various time intervals.
A novel procedure is required to produce the time dependant measurements as it is not possible to make real time insitu measurements in the adsorption coating material. The recommended method involves submerging several working electrodes in an adsorption solution and sequentially withdrawing an electrode after each prescribed time interval. As each electrode is removed it is cleaned and immersed in the working electrochemical solution containing electrolyte and a redox mediator to form part of a standard electro chemical cell. It then requires a further 10 minutes to generate spectra. The resulting measurements can then be used to determine the time dependence of the measured normalised impedance.

2.5 Fourier Transform Infra Red (FTIR) Microscopy

Fourier Transform Infra Red (FTIR) Microscopy is a surface profiling technique used to obtain an Infra Red profile raster scan of a small portion of sample surface. The principle of operation is that a narrow beam of light (approximately 10 μm in diameter, to obtain optimum resolution) is directed at a particular point on the substrate surface and the IR spectrum at that point is measured. The beam then automatically moves to an adjacent 10 μm point and measures the IR spectra at that point. This process is repeated for each 10 μm wide row in turn until an IR profile for every 10 μm point in the sample area is obtained. A reference point is then measured to allow the FTIR equipment to distinguish between the IR profile of the substrate and the IR profile of the layer of interest. A specific wavelength is then selected and a 3 dimensional IR surface profile of the sample area is generated for that wavelength, measuring absorbance as a function of distance along the x and y axis.

In theory, the entire sample surface can be scanned using this technique but the practical maximum scan area is 325 μm x 500 μm and takes several hours to complete. Scans above this size are possible but can cause the detector to overheat resulting in a reduction of scan resolution.
2.6 Fluorophore labelling and imaging

The molecule size used to form some of the layers in this study was very small and the resolution of conventional microscopy techniques was too small to detect the layer growth. One option used to overcome this problem was to use fluorescent labelling. Fluorophore labelled molecules will emit light when excited by photons of a particular wavelength. These labels are attached only to the monolayer of interest.

Once the sample surface is labelled with the fluorophore molecule, it is placed under a microscope and a broad beam of monochromatic excitation light is projected onto the sample. The photons of monochromatic light excite electrons of the fluorophore molecules from a ground state to a high energy state. Once the molecules are no longer being excited by monochromatic light, they emit a photon of light from the lowest excited state and revert back to their ground state.

The emitted light is at a higher wavelength due to the Stokes shift and is observed through an optical microscope to reveal the position of the molecules of interest over the substrate surface.

2.7 Atomic Force Microscope (AFM)

The AFM is a scanning probe microscopy technique that images structures in the order of nanometres over a maximum area of 150 μm x 150 μm. This displays visible images of adsorbed biological species over the scanned surface of the substrate and provides definitive insights into molecular arrangement across the surface. It is only sensitive enough to measure macromolecule-based monolayers, such as protein monolayers and must be used in non contact mode to avoid damage to the layer of interest during measurement.
One of the most important components of the AFM is the probe tip, commonly with a tip radius of curvature in the order of nanometres, which is attached to a cantilever. The cantilever is suspended nanometres above the sample surface and oscillated at a frequency slightly above that of its resonant frequency, where the amplitude of oscillation is \( \leq 10 \) nm. The oscillation frequency of the cantilever is decreased by the long range molecular forces that the sample surface exerts on the tip. Hence, the size of the change in oscillation is heavily dependent on surface topography.

To measure the change in cantilever oscillation, a laser beam is projected onto the cantilever and reflected to a detector consisting of an array of photodiodes (Figure 2.4). The manner in which the reflected laser beam travels over the detector array is dictated by the oscillating frequency of the cantilever, which is dictated by the topography of the sample. Once the topography of the sample has been measured in a particular position, the sample is moved so that the tip can profile a different point on the substrate. The tip is rastered over the sample surface in this way enabling an x-y plane to be profiled. As the data is gathered, computer software interprets the data and displays it as a 3D image. It also allows feature heights to be quantified.

**Figure 2.4:** An AFM arrangement consisting of an oscillating cantilever profiling a sample surface as the changes in cantilever oscillating frequency are measured via laser beam.
2.8 Summary

EIS has been identified as principle measurement technique to be used to measure the bulk properties of the monolayers formed during biosensor construction. Equivalent circuit models are to be used to aid the interpretation of EIS data and provide an additional insight into adsorption kinetics. Confirmation studies can be carried out to support the EIS findings using a combination of different techniques including Contact angle measurements, FTIR microscopy and Fluorescence microscopy for small adsorbed molecules and AFM for layers assembled from macromolecules.
Chapter 3  Mathematical modelling of monolayer adsorption processes

3.1 Introduction
The individual stages of formation of a sequentially formed biosensor are basically a series of steps involving adsorption of a species onto either the bare metal substrate or a previously deposited monolayer. Given this, it should be possible to model any experimental data which describe the layer formation process using accepted adsorption models derived for other applications. If a suitable model is found, fitting the said model to the measured experimental data will provide values for the models’ constants and will give some insight into the mechanisms taking place during monolayer formation.

To this end, different mathematical models have been applied to provide an insight into the kinetics and thermodynamics of monolayer systems, including the Kisliuk and Langmuir adsorption isotherm models to emulate small adsorbate molecule monolayers (Dannenberger et al, 1999) and the Random Sequential Adsorption model to emulate protein adsorption (Talbot, 2000).

However, experimental data often differs from these mathematical models for monolayer systems. The implication of this is that monolayer formation is more complicated than adsorption in gas systems which have formed the basis for most extant adsorption studies. Therefore, a re-evaluation of time and temperature adsorption theory with respect to monolayer processes is required. This is chapter will attempt to address this limitation.

3.2 Extant adsorption models
This section will give a brief overview of the main adsorption models that have been used to model adsorption in monolayers and their short comings. It concentrates on the time dependant forms of the equations that are of particular interest to modelling the monolayer formation processes.

3.2.1 The Freundlich adsorption isotherm
The first gas adsorption model was derived by Küster (1894) before it was modified in a report by Freundlich (1907) and subsequently termed the “Freundlich adsorption isotherm.” This isotherm is empirical and is expressed in equation 3.1 where x is the
mass of final adsorbate present on the adsorbent, m is adsorbent mass, P is equilibrium adsorbate pressure and K and n are constants that are determined experimentally. As temperature increases, so too do the values of n and K.

\[
\frac{x}{m} = KP^{\frac{1}{n}}
\]  

(3.1)

This relationship has also been applied to adsorbates adsorbing to a solid adsorbent from a liquid phase see equation (3.2), where c is concentration of the adsorbate in the liquid.

\[
\frac{x}{m} = KC^{\frac{1}{n}}
\]  

(3.2)

3.2.2 The Lagergren adsorption isotherm

Lagergren (1898) presented the earliest known semi-empirical first-order rate equation (Qui et al, 2009), describing the adsorption kinetic process in a liquid-solid phase system. The adsorbates used in the study were oxalic acid and malonic acid and the adsorbent was charcoal. The Lagergren adsorption isotherm equation is shown in equation (3.3), where the change of mass of adsorbate on the surface \( (q_t) \) with respect to time \( (t) \) is expressed as a function of the rate constant \( k_{p1} \) and the mass of adsorbate on the surface at equilibrium \( (q_e) \).

\[
\frac{dq_t}{dt} = k_{p1}(q_e - q_t)
\]  

(3.3)

Equation (3.3) can be expressed in terms of fractional coverage at time t \( (\Theta(t)) \) by integrating between the limits of \( q_t=0 \) at \( t=0 \) and \( q_t=q_e \) at \( t=t \), and rearranged into equation (3.4).

\[
\Theta = \frac{q_t}{q_e} = 1 - e^{-k_{p1}t}
\]  

(3.4)

3.2.3 The Langmuir adsorption isotherm

In reports published by Langmuir (1916 and 1918), another semi empirical model was developed to emulate the adsorption of gases to a solid adsorbate at equilibrium. This has proven to be the most popular adsorption model to date. Langmuir expressed the relationship shown in equation (3.5), between empty surface sites \( (S^e) \), adsorbate molecules \( (M) \) and filled particle sites \( (SM) \) was true for gas adsorbates adsorbing to
solid adsorbents. This allows the equilibrium constant for this process (K) to be expressed in equation (3.6).

\[ S^* + M \leftrightarrow SM \]  \hspace{1cm} (3.5)

\[ K = \frac{[SM]}{[S^*].[M]} \]  \hspace{1cm} (3.6)

Assuming SM is proportional to fractional coverage of the adsorbent (\( \Theta \)), \( S^* \) is proportional to \( 1-\Theta \), and M is proportional to the gas pressure or concentration (P), equation (3.6) can be rewritten as the “Langmuir adsorption isotherm” equation (3.7). This equation shows a relationship with a different rate constant, R.

\[ R = \frac{\Theta}{(1-\Theta).P} \]  \hspace{1cm} (3.7)

To maximize adsorbent surface coverage of adsorbate, an excess of adsorbate is often used in real adsorption systems. This makes the number of empty binding sites on the adsorbent the rate limiting step and P can be disregarded. This allows the Langmuir adsorption isotherm equation to be expressed using equation (3.8). Solving this equation for \( \Theta \), yields equation (3.9), where t is immersion time and \( \Theta_{(t)} \) is the fractional coverage of the substrate surface at time t.

\[ \frac{d}{dt} \Theta = R.(1-\Theta) \]  \hspace{1cm} (3.8)

\[ \Theta_{(t)} = 1 - e^{-Rt} \]  \hspace{1cm} (3.9)

Equation (3.9) is similar to the Lagergren adsorption isotherm model reported as (3.4). However, fractional coverage described by Langmuir relates to a ratio of surface concentration at time t to surface concentration at equilibrium.

The objective function for the Langmuir adsorption isotherm model can be expressed as equation (3.10), where \( z_{(\text{expt})} \) is the measured normalised impedance of the layer,
which varies depending upon fractional coverage and is the experimental data to which adsorption models are fitted in subsequent chapters. $\varphi$ is a proportionality constant and is equal to the normalised impedance exhibited by the monolayer at equilibrium, which is 1 unless otherwise stated.

$$F(R, \varphi) = \sum \left( \varphi (1 - e^{-Rt}) - z_{\text{t(expt)}} \right)^2$$ (3.10)

The Langmuir adsorption isotherm has been shown to provide an adequate fit to both gas-solid adsorption systems and liquid-solid adsorption systems. However, the model is based on the following assumptions, which are not true for all adsorption systems:

1. That the surface of the adsorbent is uniform and adsorption to every site is equally as probable.
2. Adsorbed molecules do not interact with themselves or with adsorbate in the adsorbate phase.
3. All adsorption occurs via the same kinetics.
4. At saturation, a monolayer is formed, potential binding sites are blocked by adsorbate molecules and molecules of adsorbate cannot form on molecules that have previously been adsorbed to the adsorbent.

### 3.2.4 Kisliuk adsorption isotherm

In some gas-solid adsorption systems, significant intermolecular interactions exist between adsorbed gas molecules and immobilised adsorbate at the adsorbent interface with the gas phase. This violates three of the four main assumptions upon which the Langmuir model is based, as the intermolecular interactions that are not modeled in the Langmuir model make adsorption of gas molecules to the surface more likely to occur around adsorbate molecules that are already present on the adsorbent surface and gives rise to two different types of adsorption mechanism. One of these two mechanisms is predominant for adsorbate forming around immobilised adsorbate on the adsorbent surface and the other is predominant for adsorbate forming in a remote
location on the adsorbent, where only interactions between the adsorbate and the adsorbent exist.

**Figure 3.1:** The experiment reported by Kisliuk (1957) where nitrogen adsorbate molecules (blue) are adsorbed to a tungsten adsorbent (faded grey surface). $S_D$ is the probability of an adsorbate molecule randomly adsorbing to the surface from the precursor state, $S_E$ is the probability of a molecule forming around an adsorbate molecule on the adsorbate surface from the precursor state, $k_{EC}$ is the rate of adsorption around adsorbate molecules on the surface from the precursor state and $k_{ES}$ is the rate of desorption from the precursor state into the bulk solution.

The effect of these intermolecular interactions on the Langmuir model was studied by Kisliuk (1957), where nitrogen was the gaseous adsorbate and tungsten was the solid adsorbent. To compensate for the affect of molecular interactions, Kisliuk proposed a “precursor state” theory, which is present at the interface between the adsorbent and adsorbate. Nitrogen molecules would enter this state and would either adsorb to the tungsten surface or desorb back into the gaseous phase. The probability of adsorption occurring from the precursor state is dependent on the dominant adsorption mechanism. Kisliuk allocated different “sticking probabilities” to the two adsorption mechanisms and used different constants to represent these probabilities in his mathematical model. The $S_E$ constant alters depending on the probability of an adsorbate molecule forming around immobilised gas molecules on the adsorbent, from the precursor state (where there are significant interactions between gas on the adsorbent and adsorbate in the precursor state). If the adsorbate molecule is successfully adsorbed to the surface from the precursor state, it will do so at a rate of $k_{EC}$ otherwise it will pass back into the gaseous phase at rate of $k_{ES}$. The $S_D$ constant alters depending on the probability of an adsorbate molecule forming on the adsorbent at a location where intermolecular interactions only exist between the adsorbent and the molecule being adsorbed from the precursor state.
Each of these factors is illustrated in Figure 3.1 and were taken into account using a single “sticking coefficient” \( \kappa_E \) in the adsorption model developed by Kisliuk. The relationship between \( \kappa_E \) and the other constants is shown in equation (3.11).

\[
\kappa_E = \frac{S_E}{k_{ES} S_D}
\]  

(3.11)

As all of the assumptions made in the development of the Langmuir adsorption isotherm hold true for the adsorption mechanism that dictates \( S_D \), this constant can be assumed to be the adsorption rate constant. However, the rate constant for the Kisliuk model is expressed by \( R' \) as the additional variables introduced to the Kisliuk model affect the value of this rate constant, so it cannot be assumed to be the same as the Langmuir rate constant. In the case of the Kisliuk adsorption isotherm, \( R' \) is proportional to the square root of the adsorbate’s diffusion coefficient and is representative of the sticking probability of an adsorbate molecule to a location that is remote from any immobilised gas molecules on the adsorbent surface (Dannenberger, 1999).

The precursor theory lead Kisliuk to derive the adsorption isotherm shown in equation (3.12) and expressed in terms of \( \Theta(t) \) in equation (3.13), where \( \Theta(t) \) is fractional coverage of the adsorbent with adsorbate, at immersion time \( t \).

\[
\frac{d\Theta}{dt} = R'(1 - \Theta)(1 + k_E \Theta)
\]  

(3.12)

\[
\Theta(t) = \frac{1 - e^{-R'(1+k_E)t}}{1 + k_E e^{-R'(1+k_E)t}}
\]  

(3.13)

Hence, the objective function can be expressed in equation (3.14).

\[
F(R', k_E I, \varphi) = \sum \left[ \varphi \left( \frac{1 - e^{-R'(1+k_E)t}}{1 + k_E e^{-R'(1+k_E)t}} \right)^{-z_t(\text{expt})} \right]^2
\]  

(3.14)
3.2.5 RSA adsorption isotherms

Random Sequential Adsorption (RSA) models are conventionally developed using statistical probability. One of the first RSA models was developed for a one dimensional adsorption model and was reported by Cohen et. al. (1963). This model related adsorption site occupancy and the time for which the adsorbent had been immersed in the adsorbate phase. As immersion time progressed, the model emulated the affect of depletion of adsorption sites leading to a decrease in adsorption rate with increased immersion time. The RSA model effectively emulated steric hindrance introduced by large adsorbate molecules, which prevents adsorption occurring to some unoccupied sites up to an infinite immersion time.

Around the same time, Rényi (1958) developed and published another one dimensional RSA model. This report introduced the theoretical concept of the “car parking problem,” which drew the analogy that the adsorbate molecules could be likened to theoretical “rods” (of length $\sigma$) adsorbing onto a line, representing the adsorbent (See Figure 3.2). Each of these Rods are randomly and sequentially dropped onto the surface of the line, at a rate of $k_a$. If the rods land on a site that is available for binding, they are adsorbed. However, they are rejected if they land across a rod, or two rods, which have been previously adsorbed to the surface.
Figure 3.2: The car parking problem, as defined by Rényi (1958), where there are a fixed number of sites available for rod adsorption on the adsorbent surface, no forces exist between rods that encourage adsorption and a rod is rejected and desorbs into the adsorbate phase if it attempts to occupy a binding site already occupied with a previously adsorbed rod.

The initial rate of adsorption is high when there are only a few occupied sites and becomes increasingly unlikely as adsorption time increases and the number of available adsorption sites decrease. This relationship was expressed by Rényi (1958) in terms of rod number density on the surface, \( \rho(t) \sigma \), after a given adsorption period, \( t \) (see equation 3.15), where \( \rho(\infty) \sigma \) is the saturated rod density, \( k_a \) is the rate at which the rods are added to the surface, \( \sigma \) is the length of a rod and \( \gamma \) is the Euler constant.

\[
\rho(t) \sigma \approx \rho(\infty) \sigma - \frac{e^{-\gamma t}}{k_a \sigma} t
\]  

(3.15)

This model was expanded on by Pomeau (1980) and Swendsen (1981) to model the adsorption of discs (representing the adsorbate) to a two dimensional adsorbent and assumes that no interactions exist between the discs being adsorbed to the substrate. The relationship is shown in equation (3.16), where \( D \) is the number of dimensions involved in adsorption and \( D = 2 \) in the case of adsorption to a planar adsorbent.
\[ \rho(t) \approx \rho(\infty) - t^{\frac{1}{5}} \]  

(3.16)

In another study, Schaaf et al. (1991) analysed the effect of diffusion on the accuracy of the model in equation (3.16) and found that a source of systematic error was introduced by diffusion. A new random sequential adsorption model was then developed (3.17) and was found to approximate the experimental data more accurately.

\[ \rho(t) \approx \rho(\infty) - t^{\frac{2}{3}} \]  

(3.17)

3.2.5.1 Monte Carlo Algorithms

An accurate computational way of predicting surface coverage, adsorption thermodynamics and rate of adsorption is to use Monte Carlo simulations. At each step in a Monte Carlo algorithm, a particle or molecule is potentially adsorbed in the simulation cell with periodic boundary conditions. The position of the adsorbed particle is dictated by a uniform probability distribution function dictated by interactions between the adsorbate and adsorbent, and between adsorbate molecules. Most adsorbents have a finite range, so most Monte Carlo algorithms divide the adsorbent area using a grid (Hinrichsen et al, 1986). As the grid sites become occupied with adsorbed molecules and the jamming limit is approached, the number of successful binding events asymptotically approaches zero. These grid sites are often sized to accommodate one particle to achieve the best results, where trial adsorption events of adsorbate particles or molecules take place within each element.

These Monte Carlo algorithms have been used extensively in various adsorption models, including RSA of non-spherical particles (Ricci et al, 1994), polymer adsorption (Wang, 1998), gas adsorption (Grabowski, 2002) and protein adsorption (Al-Mekhnaqi, 2006).

3.2.5.2 Adsorption of ‘Real’ anisotropic molecules

Molecules and macromolecules often have a non-spherical shape and, in the case of biological molecules, adsorb irreversibly when a large surface area of the biological adsorbate is in contact with the adsorbent. Schaaf et al. (1992) empirically
determined that the maximum coverage of the adsorbent, which occurred during the adsorption of fibrinogen (a nonspherical protein with an aspect ratio of approximately 7.5) was around 40%, which was less than the saturation coverage predicted by the RSA of hard disks (55%). Similar effects were observed by Feder, (1980a), Feder, (1980b), Ramsden, (1993) and Mura-Galelli, (1991). A way to compensate for these effects involves considering the adsorption of anisotropic particles onto an adsorbent surface as being irreversible and applying a generalised rules to the RSA model, allowing the positions and orientations of the adsorbing particles to be chosen randomly from uniform distributions.

One such generalised RSA model was recently presented by Cortés and Valencia (2002). This model was determined by using a Monte Carlo algorithm to emulate adsorption of dimers and trimers on geometrically disordered substrates. The data that the Monte Carlo algorithm provided was then simplified into a semi-empirical formula that related adsorption time \( t \) to fractional coverage at time \( t \) \( \Theta(t) \) and fractional coverage of a saturated substrate \( \Theta(\infty) \), using the semi-empirical proportionality constant: \( B \). This formula is shown in equation (3.18) and is rearranged to express \( \Theta(t) \) as a function of time in equation (3.19).

\[
t = \frac{B}{\Theta(\infty) - \Theta(t)} \Theta(t) \tag{3.18}
\]

\[
\Theta(t) = \frac{t}{B + t} \Theta(\infty) = \frac{t}{B + t} \tag{3.19}
\]

The objective function for the simplified RSA model is shown in equation (3.20).

\[
F(B, \varphi) = \sum \left( \varphi \left[ \frac{t}{B + t} \right] - z_{t\text{expt}} \right)^2 \tag{3.20}
\]
3.3 New adsorption isotherms

In spite of the wide variety of adsorption models that currently exist, there are two main shortcomings in adsorption theory that makes biosensor design difficult. The first is that there are no isotherm models in existence that use rate constants to describe island formation with time. Kisliuk made some progress by using empirically determined sticking coefficients but a rate constant based model would be more useful because it would enable direct comparison of island growth to random adsorption and provide an insight into the relative strengths of the interactions encouraging adsorption. This is especially useful when monitoring adsorption to the sensor surface where interactions exist between immobilised adsorbate on the surface and adsorbate in solution.

The second shortcoming is the absence of a model which emulates the formation of two different structures on an adsorbent, where the formation of one is a prerequisite to the formation of the other. Such a mathematical model is critical to emulate the formation of monolayers that form two different structures (sequentially). The mathematical model is also critical for the purposes of modelling the sequential adsorption of two different adsorbates to the surface, where one adsorbate forms over the surface as a function of time and the other adsorbate either replaces or forms a different structure on the adsorbent surface.

3.3.1 Proposed Island Formation (PIF) Adsorption Isotherm

The Proposed Island Formation (PIF) Adsorption Isotherm was developed to address problems arising from island formation. This new semi-empirical adsorption isotherm was developed specifically as part of the investigation featured in Chapter 8. The model considers adsorption to the surface as occurring through one of two mechanisms, either by “random adsorption” (represented in equation (3.21)) or by “island formation” (represented in equation (3.27)).

The model was specifically tailored to overcome the limitations of the extant adsorption isotherms in modelling the carboxyl group activation process but was also found to be applicable to adsorption processes featured in Chapters 8 to 10, where it frequently gave a much better insight into activation kinetics than extant models.
In order to develop a model that provides a better insight into the relative rates of random adsorption and island formation, it was decided to return to the original ideas proposed by Lagergren (1898) who assumed the adsorption process could be treated as being analogous to an equilibrium reaction. For example:

\[ S + B \rightarrow SB \quad (3.21) \]

Where \( S \) is the sites available for adsorption, \( B \) the number of particles in solution and \( SB \) is the number of sites successfully occupied. In order for first order kinetics to apply the reaction must depend solely on the concentration of \( S \) therefore \( B \) is assumed to be very large and relatively unchanged by the reaction. From this equation a rate expression is derived for the rate of occupation of sites assuming the reaction proceeds as a pseudo first order process:

\[ -\frac{dN_S}{dt} = k_R N_S \quad (3.22) \]

Where \( N_S \) is the moles of vacant sites at any time \( t \) and \( k_R \) is the rate constant for adsorption by random seeding.

On integration this becomes:

\[ -(\ln N_{St} - \ln N_{S0}) = k_R t \quad (3.23) \]

And on rearrangement:

\[ \frac{N_{St}}{N_{S0}} = e^{-k_R t} \quad (3.24) \]

Now the fractional surface coverage of the adsorbed species (\( \Theta \)) can be defined as:

\[ \Theta = \frac{(N_{S0} - N_{St})}{N_{S0}} \quad (3.25) \]

on substitution into equation (3.24) this gives:

\[ \Theta = 1 - e^{-k_R t} \quad (3.26) \]

This equation could be used as the starting point for the new model. In the case of this adsorption process the desorption of bound species is thought to be small but there is a competing mechanism where adsorption takes place on the surface due to island growth around points where adsorption has already taken place due to random
adsorption. This process is therefore dependant on the concentration of adsorbed species already on the surface. It could be treated as being analogous to an autocatalytic reaction as shown in equation (3.27).

\[ S + B + SB \rightarrow SB + SB \]  \hspace{1cm} (3.27)

The equivalent rate equation for this autocatalytic process is:

\[ -\frac{dN_S}{dt} = k_i N_s (N_{S0} - N_s) \]  \hspace{1cm} (3.28)

For the new model the reactions described by equations (3.21) and (3.27) can be treated as parallel reactions to derive the rate expression given in equation (3.29)

\[ \frac{dN_{SB}}{dt} = -\frac{dN_S}{dt} = k_i N_s (N_{S0} - N_s) + k_R N_s \]  \hspace{1cm} (3.29)

This can be rearranged to separate the variables

\[ \left[ \frac{1}{(k_i (N_{S0} - N_s) + k_R)N_s} \right] dN_s = - dt \]  \hspace{1cm} (3.30)

The RHS of equation (3.30) can now be manipulated by the use of partial fractions

\[ \frac{1}{(k_i (N_{S0} - N_s) + k_R)N_s} = \frac{A}{(k_i (N_{S0} - N_s) + k_R)} + \frac{C}{N_s} \]  \hspace{1cm} (3.31)

The constants A and C are given in equations (3.32) and (3.33).

\[ A = \frac{k_i}{k_R + k_i N_{S0}} \]  \hspace{1cm} (3.32)

\[ C = \frac{1}{k_R + k_i N_{S0}} \]  \hspace{1cm} (3.33)

Substitution of equations (3.31)-(3.33) into equation (3.30) and multiplying both sides by “(k_R + k_i N_{S0})” yields equation (3.34).

\[ - \int_{N_{S0}}^{N_s} \left[ \frac{k_i}{k_i (N_{S0} - N_s) + k_R} + \frac{1}{N_s} \right] dN_s = \int_0^t (k_i N_{S0} + k_R) dt \]  \hspace{1cm} (3.34)
On integration this becomes:

\[
\ln \left[ \frac{N_{S(t)}k_R}{N_{S(0)}(N_{S0}k_I + k_R - k_I N_{S(t)})} \right] = -(k_R + k_I N_{S0})t
\]  
(3.35)

Equation (3.35) can be rearranged to give:

\[
\frac{N_{S(t)}}{N_{S0}} = \frac{(k_R + k_I N_{S0})e^{-(k_x+k_I N_{S0})t}}{k_R + k_I N_{S0}e^{-(k_x+k_I N_{S0})t}}
\]  
(3.36)

It is now possible to substitute using equation (3.25)

\[
\Theta = 1 - \frac{(k_R + k_I N_{S0})e^{-(k_x+k_I N_{S0})t}}{k_R + k_I N_{S0}e^{-(k_x+k_I N_{S0})t}}
\]  
(3.37)

Note \(k_I N_{S0}\) is a constant that depends on the initial concentration of sites available and could be represented as \(k_I'\) and equation (3.37) could be further simplified to give the working equation:

\[
\Theta = \frac{k_R - k_R e^{-(k_x+k_I)}}{k_R + k_I e^{-(k_x+k_I)}}
\]  
(3.38)

Hence, the PIF’s objective function is defined as:

\[
F(k_R, k_I', \varphi) = \sum \left\{ \varphi \left[ \frac{k_R - k_R e^{-(k_x+k_I')}}{k_R + k_I e^{-(k_x+k_I')}} \right] - Z_{\text{exp}} \right\}^3
\]  
(3.39)

### 3.3.2 Proposed Two Component Sequential (PTCS) Adsorption Isotherm

The Proposed Two Component Sequential (PTCS) Adsorption Isotherm was developed to address the problems of the sequential formation of different structures on a surface. It was specifically required as part of this work to emulate the adsorption and behaviour of SAM molecules on the surface of a gold substrate, and is discussed
in greater detail in Chapter 6 section 6.5.1 and was published as Henderson et al (2009). The EIS study that was conducted to obtain the data which formed the basis for the model, showed the evolution of two different structures over the surface of the substrate, one of which formed rapidly and had high impedance, the other took significantly longer to form and had a much lower impedance. However, it was necessary for the first structure to form on an area of the substrate before the second structure could form. Hence, the expressions in equations (3.40), (3.41) and (3.42) were derived to describe the system, where \( \Theta_{\text{Total}} \) is the total fractional coverage of the substrate with adsorbate, \( \Theta_1 \) is the fraction of the surface covered with the first structure at a certain immersion time, \( \Theta_2 \) is the fractional coverage of the substrate surface with the second structure, \( \Theta_{S0} \) is the available fraction of the substrate for adsorbate to form on and \( \Theta_{1(t)} \) and \( \Theta_{2(t)} \) are fractional coverage of structure one and structure two as a function of immersion time.

\[
\Theta_{\text{Total}} = \Theta_1 + \Theta_2 \quad (3.40)
\]

\[
\Theta_1 = \Theta_{S0} \cdot \Theta_{1(t)} - \Theta_2 \quad (3.41)
\]

\[
\Theta_2 = \Theta_{1(t)} - \Theta_{2(t)} \quad (3.42)
\]

The impedance signals yielded by a complete covering of each structure are known to be different. To account for these differences constant \( \varphi_1 \) is said to correspond to the peak coverage of structure 1 on the surface and constant \( \varphi_2 \), corresponds to the final concentration of structure 2 on the surface. These expressions were combined to give the PTCS model (shown in equation (3.43)), which predicts the normalised impedance signal yielded from the adsorbate monolayer layer \( (z_t) \) as a function of immersion time. The values of \( \Theta_{1(t)} \) and \( \Theta_{2(t)} \) are determined using standard single component adsorption isotherms such as the Langmuir, RSA, Kisliuk and PIF models. In the instance of the PTCS model used in this investigation, the Kisliuk and PIF adsorption isotherms were used to calculate \( \Theta_{1(t)} \) and \( \Theta_{2(t)} \) values. The specific
formulae used to define \( \Theta_{1(t)} \) and \( \Theta_{2(t)} \) are shown in equations (3.44) and (3.45), where the subscript “n” can either be equal to 1 (denoting variables relating to structure 1) or 2 (denoting variables relating to structure 2).

\[
z_t = \Theta_{1(t)} \cdot (\varphi_1 (1-\Theta_{2(t)}) + \varphi_2 \Theta_{2(t)})
\]

\[
\Theta_{n(t)} = \frac{1 - e^{-R_n'(1+k_{En})t}}{1 + k_{En}e^{-R_n'(1+k_{En})t}} \quad (3.44)
\]

\[
\Theta_{n(t)} = \frac{k_{Rn} - k_{Rn}e^{-(k_{Rn} + k_{In})t}}{k_{Rn} + k_{In}e^{-(k_{Rn} + k_{In})t}} \quad (3.45)
\]
The objective functions can therefore be defined in equations (3.46) and (3.47) for the PTCS-Kisliuk and PTCS-PIF models respectively.

\[
F(R_1', R_2', k_{E1}, k_{E2}, \varphi_1, \varphi_2) = \sum \sqrt{\left( \frac{1-e^{-R_1'(1+k_{E1})t}}{1+k_{E1}e^{-R_1'(1+k_{E1})t}} \varphi_1 \left( 1 - \frac{1-e^{-R_2'(1+k_{E2})t}}{1+k_{E2}e^{-R_2'(1+k_{E2})t}} \right) + \varphi_2 \left( \frac{1-e^{-R_2'(1+k_{E2})t}}{1+k_{E2}e^{-R_2'(1+k_{E2})t}} \right) \right)^2 - Z_{(t)\text{expt}}} \tag{3.46}
\]

\[
F(k_{R1}, k_{R2}, k_{l1}', k_{l2}', \varphi_1, \varphi_2) = \sum \sqrt{\left( \frac{k_{R1}e^{-\left(k_{R1}+k_{l1}l\right)t}}{k_{R1}e^{-\left(k_{R1}+k_{l1}l\right)t}} \varphi_1 \left( 1 - \frac{k_{R2}e^{-\left(k_{R2}+k_{l2}l\right)t}}{k_{R2}e^{-\left(k_{R2}+k_{l2}l\right)t}} \right) + \varphi_2 \left( \frac{k_{R2}e^{-\left(k_{R2}+k_{l2}l\right)t}}{k_{R2}e^{-\left(k_{R2}+k_{l2}l\right)t}} \right) \right)^2 - Z_{(t)\text{expt}}} \tag{3.47}
\]
3.4 Summary

The extant adsorption models and their limitations when applied to monolayer construction have been discussed. Two main limitations have been highlighted, in that extant models cannot account for sequential processes or the affects of preadsorbed species on the surface on the adsorption process. Two new models the PTCS and PIF models have been developed to address these limitations.
Chapter 4  Preliminary Biolayer Study

4.1 Introduction

The method of tethering antibody (IgG) macromolecules to the surface of a transducer has the ability to influence the shelf-life, reproducibility and sensitivity of an electrochemical immunosensor. Hence, it is one of the most important aspects of electrochemical immunosensor manufacture. There are a number of methods by which IgG can be attached to the surface of a transducer, the cheapest of which is direct attachment where the antibody attaches directly to the inert metal transducer via nitrogen atom electron lone pairs, present on antibody amino acid side chains (Diaz-Gonzalez et al, 2005). However, this method was found to yield immunosensors with low sensitivity, reproducibility and shelf-life when compared to other immunosensors utilising alternative antibody tethering techniques (Diaz-Gonzalez et al, 2005).

The number of methods available to produce an electrochemical immunosensor is therefore vast and a detailed study of all of them is impractical. Therefore it was decided to confine the scope of this study to examine two processes one the direct attachment of a IgG to the metal substrate and a second process representing the most promising method currently available.

This chapter deals with the selection of the second process, investigates if a viable sensor can be made by said process and if so can the chosen analytical techniques produce the desired measurements for each stage of the sensor manufacture.

4.2 Method selection

Two main methods have been developed to tether IgG molecules to the surface of a transducer. One involves the use of polymer films to tether IgG to the surface of a transducer and the other involves the use of modified thioalkane-based self assembled monolayers (SAMs).

4.2.1 Polymer films

Polymer films are normally attached directly to the metal transducer. The reason for employing such films is that molecules in the film are strongly bound together so the
ability of the polymerised film to desorb is limited by the size of the film, which has many interactions with the metal surface (Cosiner, 2005).

The first use of polymer films in biosensors was reported by Foulds et al. (1986) and Umana et al. (1986), who described the entrapment of enzymes within a conducting polypyrrole film (Cosiner, 2005). Since then, a wide variety of studies have been carried out using polymer films in biosensors. A large number of these are included in a review by Cosiner (2005).

Recent examples featuring IgG tethered to a planar surface using Electropolymerized films have been reported by Barton et al (2009) and Das et al (2009). In the first study, Poly(1,2,diaminobenzene) was sonicated to form micropores before the IgG was attached to the film. The second IgG tethering method used a microporous silicone layer, which was formed by anodizing silicone in hydrofluoric acid and N,N-dimethylformamide.

Whilst there have been many successful studies conducted into the production of immunosensors using polymer films, the preparation of many of these films involve the use of either highly poisonous, carcinogenic or volatile chemicals at high temperature (Das et al, 2009, Gondran et al, 2010). This necessitates the use of stringent safety precautions which can inhibit sensor manufacturing efficiency and increase the overall cost of sensor production. Moreover, the production of some monomers for polypyrrole films (the most popular type of polymer film) are time consuming. Das et al, 2009 and Gondran et al, 2010 reported preparation time in excess of twelve days. With these reasons in mind it was decided that this study would not proceed with the analysis of any of these processes.
4.2.2. **Self Assembled Monolayers (SAMs)**

The alternative to polymeric films to attach IgG to the surface of the transducer is to use SAMs. This route seems to offer a safer and more viable route to a working sensor and has been chosen for further consideration. However if this process is to be used then the following choices needed to be to be made:

1) Type of SAM
2) Method of attachment of IgG to The SAM Monolayer

4.2.2.1 **Type of SAM**

The type of SAM to be used to tether the IgG required careful consideration because interactions between the individual SAM molecules and with the supporting substrate will determine the ability of the molecules to stick to the surface. Interactions between different SAM molecules vary in strength depending on the functional group present on the SAM and the molecule’s alkyl chain length (Schreiber, 2000) and can affect the quality and stability of the layer formed. Many authors have chosen to use mercaptocarboxylic acid SAMs with long alkyl chains (Wang et al, 2008, Kim et al, 2005, Liu et al, 2008). The strong hydrogen bonding and Van Der Waals interactions between the SAM molecules in the monolayer cause each molecule to be tethered to the surface via the adjacent molecules as well as via each molecule’s Au-S interaction. The monolayer can therefore be considered to act as a film with many interactions existing between the film and the metal surface. These include Van Der Waals interactions and Au-S interactions, each of which serves to inhibit SAM molecule desorption from the surface. However the use of long alkyl chain mercaptocarboxylic acids can lead to nonspecific hydrophobic adsorption of contaminants (Cosiner, 2005). This can inhibit the adsorption of subsequent molecules, thereby affecting biolayer stability. Gauche defects are also apparent in SAMs formed from long alkyl chains (Schreiber, 2000) that will affect adsorption of subsequent layers to the SAM layer and can result in loss of biosensor sensitivity.
To overcome these problems, recent reports (Kaur et al, 2008, Mitchell, 2006; Liu, 2006) have featured immunosensors based on short chain mercaptocarboxylic acid SAMs. Even though the use of smaller molecules in the monolayer results in a reduced number of Van Der Waals interactions between SAM molecules, it is thought that these interactions are minimal in comparison to the magnitude of the intermolecular hydrogen bonds (Henderson et al, 2009) and the stability of the manufactured layer is not impaired. Therefore it was decided to use this type of SAM layer and Mercaptopropionic acid (MPA) was chosen as the SAM for further study.

4.2.2.2 Method of attachment of IgG to the SAM Monolayer

Direct attachment of the IgG to the surface is the simplest and least expensive way of attaching IgG and a number of immunosensors have been reported that are constructed in this manner (Tili et al, 2006, Barreiros Dos Santos et al, 2009, Hnaien et al, 2008, Buchatip et al, 2010, Kyprianou, 2010, Zhang et al, 2009). In such instances, it is normal for the carboxyl groups to be activated using an activation agent that enables the carboxyl groups to bind covalently to amino groups on the IgG molecules. This reaction can occur at any amino group on the IgG molecule, including the amino groups on the Fab fragments. Binding to the Fab fragments in this manner increases steric hindrance during the IgG – analyte immobilisation stage, compromising sensor sensitivity (Dos Santos et al, 2009). Sensor sensitivity is further reduced because the IgG molecules are fixed to the surface by many covalent bonds between carboxyl groups on the modified metal surface and the IgG molecules. During the target molecule immobilisation stage, this restricts the movement of the Fab fragments from the surface, reducing the chance of collisions occurring between the target molecules and the IgG molecules.

The modified surface binding to the Fab fragments can be limited by first covalently binding a protein A layer or protein G layer to the SAM modified surface before immobilising IgG. As protein A and G have an affinity toward Fc fragment binding, all IgG Fab fragments are orientated toward the surface maximising the number of potential target analyte binding sites and maximising sensor sensitivity (Hao et al, 2009, Choi et al, 2008, Ribaut et al, 2008, Briand et al, 2006).
Alternatively other studies have reported the attachment of IgG to a metal transducer surface using various Streptavidin/Avidin-Biotin based tethering methods (Ding et al, 2005, Cui et al, 2003, Hays et al, 2006, Hafaid et al, 2009). The most common method involves first modifying the SAM with Streptavidin or Avidin then attaching the IgG as a biotinylated IgG to the modified surface. As Streptavidin and Avidin are proteins consisting of amino groups, these macromolecules will readily covalently bind to activated carboxyl groups on a SAM modified metal transducer surface. After the Avidin or Streptavidin layer has bound to the surface, the remaining activated SAM carboxyl groups are deactivated to prevent non-specific binding by adding small molecules consisting of amino groups to the surface. These molecules are unlikely to affect subsequent molecular binding to the Avidin or Streptavidin, but covalently bind to the exposed, activated carboxyl groups of the SAM layer. IgG labelled with Biotin (Biotinylated IgG, b-IgG) is then added to the Avidin or Streptavidin modified surface.

The Streptavidin or Avidin based immunosensors tend to be more stable than the protein A or protein G based sensors because IgG molecules bound to protein A or protein G do not have as greater degree of freedom as IgG molecules tethered to the surface using the high affinity interactions that exist between Streptavidin or Avidin and Biotin. Moreover, protein A or protein G monolayers bind to the IgG Fc fragments with less affinity than Streptavidin or Avidin monolayers bind to biotinylated IgG again reducing stability. For this reason it was decided to use Streptavidin to attach the IgG to the SAM in this study.

4.3 Experimental work

Once the preferred method of assembly of the sensor had been decided upon a series of scouting experiments were carried out to determine if the sensor could be assembled and if the preferred measurement technique of EIS could measure the surface coverage achieved during most stages of manufacture.

To minimize costs at this stage the process was simplified by using Avidin in place of Streptavidin as a substitute molecule. Avidin itself is unsuitable as the active layer on the proposed sensor because it promotes the hydrolysis of the covalent bond linking
Biotin to a Biotinylated macromolecule (Huberman, 2001) inhibiting tethering Biotinylated-IgG to the modified surface of an impedance-based immunosensor. However, as the preliminary study was to test the formation of the Streptavidin layer and no Biotinylated macromolecules were involved, its use was appropriate.

4.3.1 Chemicals and solutions
Mercaptopropionic acid (MPA) was purchased from Sigma and used without purification at a dilution of 0.0529 M in ethanol. The electrochemical cell solution consisted of 0.1 M phosphate buffer solution (PBS, pH = 7.4), which contained 0.1 M KCl as supporting electrolyte and 0.05 M K₃Fe(CN)₆ as redox mediator. All DI water used over the course of this experiment was 15 MΩ, unless stated otherwise. The relative concentrations of EDC (Fluka) and NHS (Sigma) in 0.1 M PBS solution (pH=7.4) were 0.5 mg/ml and 5mg/ml respectively. Avidin and biotin, were obtained from Sigma.

4.3.2 Cleaning
All glassware was rinsed with aqua regia (25% v/v HNO₃, 75% v/v HCl) followed by a concentrated NaOH solution rinse and then a DI water rinse to remove sources of organic and ionic contamination. The working electrode was cleaned in accordance to the manufacturer’s instructions, i.e. they were polished using 0.05 µm alumina powder, followed by ultrasonic cleaning for 10 min in DI water, before being ultrasonicated in piranha solution (75% v/v H₂SO₄, 25% v/v H₂O₂) to remove organic contaminants.

To ensure effective electrode cleaning, 5 cyclic voltammogram sweeps were performed between a potential of -0.5V and 0.5V at a current of 0.1mA. Overlapping scans inferred that non-atomically bound matter was no longer transferring into the bulk PBS solution from the electrode, thus the working electrode was assumed to be clean at this point.

4.3.3 Electrochemical measurements
The tests were performed using a conventional three electrode system with an Autolab potentiostat/galvanostat in conjunction with Frequency Response Analyser (FRA) and General Purpose Electrochemical System (GPES) software (Eco Chemie B.V.), for
EIS and Cyclic Voltammetry (CV) measurements respectively. The Ag/AgCl reference electrode, platinum wire counter electrode and gold working electrode (MF-2014) were all purchased from BASi instruments Inc and all electrochemical measurements were performed in PBS buffer solution.

To ensure that each of the electrodes in the cell remained at an equal distance from each other over the course of the experiment, an electrode holder was manufactured (Figure 4.1).

**Figure 4.1:** Showing an electrode holder (blue) that was 20 mm thick to preserve a constant distance between the reference, counter and working electrodes whilst they are immersed in electrochemical solution (yellow).

For EIS, a 0.1 mV amplitude sine wave was applied to the working electrode in the tested frequency range of 0.1 Hz to 1 MHz. The working electrode was polarized at a potential of +0.25 V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrode had been cleaned, after it had been immersed EDC/NHS solution, after Avidin immersion and after it had been immersed in Biotin.

### 4.3.4 SAM growth procedure

The working electrode was rinsed in ethanol after the initial measurement, to avoid MPA solution contamination with PBS, before being immersed in MPA solution at room temperature (21 °C) for 12 hrs. The working electrode was subsequently ultrasonicated for 2 min 30 s in ethanol, to remove non-chemisorbed MPA molecules.
4.3.5 EDC/NHS activation procedure
Following the SAM growth procedure, the modified working electrode was thoroughly rinsed in DI water before and after EIS measurements. It was then immersed in EDC/NHS solution at room temperature (21°C) for 2h. The modified working electrode was then rinsed in PBS to remove NHS and EDC molecules which were not covalently bound to the surface prior to EIS measurements.

4.3.6 Streptavidin growth procedure
Following the SAM activation procedure and EIS measurement, the working electrode was thoroughly rinsed in DI water and immersed in Streptavidin solution at room temperature (21°C) for 2 h. The modified working electrode was removed from the Streptavidin solution before being thoroughly rinsed to remove Streptavidin molecules which were not covalently bound to the surface prior to EIS measurements.

4.3.7 Biotin immobilisation procedure
The working electrode was rinsed in DI water before being immersed in Biotin solution for 2 hrs. Upon being removed from the Biotin solution the electrode was rinsed to remove loosely bound Biotin.
4.4 Results

The impedance measurements recorded for the tests performed for each stage of biosensor construction are recorded as a Nyquist plot in Figure 4.2 and have been published (See Pruneanu et al, 2008).

![Figure 4.2: Nyquist plots from the report by Pruneanu et al (2008), of gold (a) and gold modified electrode: Au-SAM (b); Au-SAM-activated (c); SAM-avidin (d); SAM-avidin-biotin (e).](image)

Each of the plots in Figure 4.2 consists of two parts, a semicircular part at high frequency and a linear part at low frequency. The semicircular part is dictated by solution resistance, ohmic resistance, charge transfer resistance and the capacitance of the electrochemical cell, which is dictated mostly by the dielectric properties of the double layer and the modified biolayer. Hence, non-ideal capacitor behaviour is observed. Mass transfer in this instance is negligible as the charge on the counter and working electrode changes too rapidly to cause significant diffusion.

At low frequencies electrodes hold a particular charge for a long period and mass transfer of redox ions to and from the electrodes becomes a significant factor. This causes the measured electrochemical cell impedance profile to differ from that of a non-ideal capacitor and the complex impedance profiles exhibit a straight line relationship.
The lowest frequency measurements exhibit the highest \(-Z''\) and \(Z'\) values. They also appear at the point at which the largest difference between monolayer impedances exists. Impedance values at this point clearly vary depending on the fractional coverage of the substrate with a certain monolayer. Hence, a frequency of 0.1 Hz will be used to measure and mathematically model the relationship between impedance arising from monolayer adsorption and immersion time.

All of the complex impedance plots originate from the same impedance, where \(Z'\) is 195 and \(-Z''\) is 0. This reflects that Ohmic resistance remained constant and that solution resistance encountered between the counter electrode and working electrode remained constant as a result of the electrodes being held at a constant distance from each other by the electrode holder.

Taken as a whole for each layer modification to the surface the impedance profile is observed to change systematically. This confirms that the impedance measurements can be used to measure the change in surface coverage as each layer is formed.

4.4.1 The impedance behaviour of the MPA layer

The shapes of the other impedance plots clearly demonstrate that a Streptavidin-Biotin layer was successfully tethered to the surface of the gold working electrode transducer using activated MPA (Figure 4.2). The adsorption of MPA (SAM) to the electrode caused electron transfer to occur via electron tunnelling as opposed to direct charge transfer over the double layer. This mechanism of charge transfer requires the existence of a larger potential drop over the SAM on the gold layer than over the double layer, causing an increase in the charge transfer resistance over the monolayer. The addition of SAM molecules over the surface of the electrode also acts to alter the electrochemical cell’s capacitance as the impermeable SAM layer possesses dielectric properties which act to absorb electric field energy more effectively than the surrounding solution.
4.4.2 The impedance behaviour of activated MPA layer
During activation, SAM is converted into an intermediate product to facilitate the immobilisation of Avidin. In this study the intermediate product is N-succinimidy l 3-mercaptopropionate. This causes a thickening of the modified layer and a larger potential drop to be experienced over the activated MPA layer, resulting in a wider semicircular plot in Figure 4.2, indicating a higher charge transfer resistance.

4.4.3 The impedance behaviour of the Avidin layer
Avidin is a significantly larger, non-conductive, organic molecule than NHS-ester and can be seen to reduce the charge transfer current to the electrode surface, thereby increasing the charge transfer resistance. This resulted in a slightly wider complex impedance profile. This is the subject of further discussion in Chapter 8.

4.4.4 The impedance behaviour of the Biotin layer
A very large difference in impedance profile can be seen between the Avidin profile and the Biotin profile in Figure 4.2. The vitamin d-Biotin is very small when compared to the Avidin macromolecule and is expected to account for an insignificant amount of biolayer thickness. The large impedance increase observed between the traces can be directly attributed to the decrease in porosity of the layer brought about by the strong bonding of the biotin to the Avidin. This places a significant restriction on redox ion mass transfer, causing a significant reduction in charge transfer current and an increase in charge transfer resistance.

4.5 Summary
A biotin layer was successfully bound to a gold electrode surface using a multilayer consisting of an Avidin monolayer and an MPA monolayer activated with EDC-NHS. This layer was constructed by immobilising MPA on the gold surface, activating the MPA with EDC and NHS to create an NHS-ester intermediate monolayer, immobilising an Avidin monolayer on the modified gold surface and, finally, immobilising a biotin monolayer on the surface.

EIS was used to assess layer coverage and results were presented as a Nyquist (complex impedance) plot after each monolayer was adsorbed to the surface. The impedance profiles showed systematic changes as monolayers were adsorbed to the
surface. These changes indicated that impedance is dependent on fractional coverage and confirmed that impedance was a viable measurement to assess surface coverage for all processes under consideration. In each case the greatest difference in impedance profile was observed to be at a frequency of 0.1 Hz therefore this frequency was adopted for all quantitative measurements.
Chapter 5: Preparation of the gold electrode surface

5.1 Introduction

Preparation of the gold substrate used to support the sensor is very important to the construction of a successful sensor. It is very important to ensure that a flat surface is produced free of contaminants and defects. This should ensure that the sensor has low background currents in addition to rapid electron transfer rates that are desirable for this type of application (Creager et al, 1992, Yang et al, 1995, Hoogvliet et al, 2000, Ding et al, 2007).

In addition it is necessary when carrying out sequential electrochemical measurements of the type proposed for this study, to develop a cleaning strategy that produces consistently flat clean surfaces every time. The same electrodes will be used for all studies and it is essential that the electrodes can be cleaned to remove the monolayer and repolished to give a consistent finish.

A number of methods have been employed to facilitate the maintenance and cleaning of working electrodes (Ding et al, 2007; Hoogvliet et. al, 2000; Yang et. al, 1995; Creager, 1992; Landolt, 1987; Angerstein-Kozlowska, 1986; Oesch, 1983). These are often referred to as polishing techniques and can be grouped as either being electrochemical based: which involve eroding the surface by passing a DC current through an electrolyte to remove metal ions from the electrode surface; or mechanical based, which involves physical abrasion of the surface.

Mechanical polishing can lead to an uneven surface geometry in the form of scratches. This is undesirable as it can give rise to non-uniformities in SAM and protein crystal formation and also affect the means by which the redox active species transfers to the electrode, thereby potentially impacting on biosensor sensitivity (Pravda et al, 2001, Schrieber, 2000).
The surface defects produced by mechanical polishing can be reduced through electropolishing. Electropolishing effectively produces a good surface finish on a metal electrode by making it anodic in an appropriate solution (Ding et al., 2007; Landolt, 1987; Angerstein-Kozlowska, 1986; Oesch, 1983). However if the sample is treated for too long a double layer may form over the electrode surface which will impede the formation of the subsequent monolayers. Therefore if electropolishing is to be attempted an understanding of the process is required.

This chapter critically evaluates the quality of the surfaces produced through mechanical polishing electrochemical polishing and chemical cleaning and tries to suggest the optimal conditions for producing a clean flat surface appropriate for monolayer growth.

5.2 Cleaning methods
A number of cleaning methods can be employed to remove surface contamination from an electrode prior to coating with a monolayer. The main two groups are mechanical polishing and electrochemical polishing. However, mechanical polishing can be supplemented with electropolishing and both can be supplemented with chemical cleaning and ultrasonication.

5.2.1 Mechanical polishing
Mechanical polishing covers grinding, polishing and buffing, which encompass all processes required for improving the surface conditions of a product for decorative or functional purposes. The three methods are used sequentially where grinding is the most aggressive technique but rapidly removes material from the surface. The purpose of polishing is to improve the surface finish from the grinding step, so that it is smoother but not mirror-like and uses abrasives firmly attached to a flexible backing, such as a wheel, belt or orbital motion tool. Thus, the mechanical polishing abrading operation removes or smoothes grinding lines, scratches, pits, mould marks, parting lines, tool marks, stretcher strains, and surface defects. The process causes some plastic working of the surface as metal is removed. Unfortunately, a mechanically polished surface has also been found to yield scratches, strains and embedded abrasives, although these are not as significant as those resulting from grinding. Buffing generates extremely fine surfaces which are typically smooth,
highly reflective and mirror-like. Buffing uses abrasives or abrasive compounds that adhere loosely to a flexible backing, such as a cloth wheel, and slowly abrade the surface material to eliminate the embedded abrasives, scratches and metal debris resulting from prior polishing stages. However, it must also be noted that this method has also been found to leave microscopic scratches.

5.2.2 Electropolishing

Electrochemical polishing is referred to as electropolishing, where a two electrode configuration is employed. The anode consists of the electrode or substance to be polished and the cathode is an electrode that usually consists of an inert metal to minimize cathode erosion. The circuit is completed by a suitable electrolyte. In this process, the electrodes are immersed in a corrosive electrolyte, causing a thin stagnant film of electrolyte to form across the working electrode (known as the “anode film”) and a potential difference is applied across the electrodes. The potential applied across the working electrode causes the electrode to become positively charged and a large potential drop is experienced between the anode and the negatively charged ions in solution. Thus, when a sufficient potential is applied to the working electrode, the ionic forces of attraction between the negatively charged species in solution and a positively charged ion on the anode is sufficient to break the intermolecular bonds between adjacent metal ions and the positively charged metal ion is absorbed by the electrolyte.

The anode film is critical to the electropolishing process and can give rise to features having different erosion rates. This film has been found to possess excellent dielectric properties, is usually assumed to have a nominal thickness, forms across the low lying features of the anode and decreases in density with increased distance along the normal to the electrode surface. Thus, charge density across the anode is unevenly distributed, with features protruding above the film having the highest positive charge density and low lying features having the lowest density. As a result, peaks which protrude above the film are eroded quickly, medium sized peaks on the surface are eroded at a slower rate and low lying features are eroded at the slowest rate (see Figure 5.1).
Rates of electropolishing are controlled by the applied electrical potential (Jones, 2004). These potentials can vary greatly in the literature and are dependent on a number of factors including the type of electrolyte used, the metal being polished and other physical parameters, such as temperature and degree of agitation (Jones, 2004). In spite of the fact that it is often required to employ different potentials to polish different metals with different electrolytes and in different conditions, they all display a similar anodic polarisation curve (See Figure 5.2) that comprises of four distinct regions which are commensurate with the type of surface finish achieved (Delayen et. al. 2001).

Figure 5.1: Demonstrating erosion rates in electropolishing: the low charge density and protective double layer slow the rate of erosion of low lying features; protruding features are afforded little double layer protection and have a high charge density resulting in a fast rate of erosion.

Figure 5.2: A typical Anodic current/Cell voltage profile, showing physical effects occurring at the electrode interface over given potentials.
5.2.2.1  **Etching**
In this region, current density increases proportionally with cell potential difference. Delayen et. al (2001) found that metal surfaces in the etching region appear to be rough and suggested that this roughness was due to the enhanced etching near grain boundaries (as charge density is highest in these areas).

5.2.2.2  **Oscillation**
In the “Oscillation,” region, the electrodes' current density periodically oscillates and is very temperature dependant (Delayen et. al, 2001). In this instance, the mechanism for material removal from the surface of the electrode goes from being largely etching-based at lower potentials to polishing-based at higher potentials.

5.2.2.3  **Polishing**
In the polishing region, very smooth surfaces with no observable grain boundaries are seen under the optical microscope. However, surfaces obtained here are less shiny than the surfaces of samples polished in the oscillation region. It was also found that at “polishing” potentials, a thick electrolyte layer becomes visible over time (Alqaradawi, 2003, Palmieri and Rampazzo, 2007). This could account for the reduction in shininess of the polished metal surfaces in the polishing region.

5.2.2.4  **Gas Evolution**
Finally, in the gas evolution region, the electrolyte layer disappears and pitting occurs in the electrode surface (Alqaradawi, 2003, Delayen et. al., 2001). Typically, the size of the pits increases with the increasing voltage and is due to the generation of gas at the anode surface causing erosion.

5.2.3  **Extant surface cleaning strategies**
It is clear from the preceding section that electro polishing could be used to produce a highly polished surface on its own. Indeed electropolishing of metals is an established standalone technique and is commonly used as a means of producing highly polished gold surfaces in the metal finishing industries. The metal finishing industry therefore has a number of established processes that could be adopted for polishing of electrodes intended for biosensor use.
The metal finishing industry has optimized a number of key factors in their process to produce highly polished surfaces. One of the more important is the choice of electrolyte and a number of standard electrolytes have been used successfully. These include: Sulfuric acid, potassium cyanide and thiourea solutions with sulfuric acid (Jones, 2004). A second key factor is the choice of applied voltage which in many cases is in the range of between 6 V and 12 V (Jones, 2004, Savitskii and Prince, 1989) which promotes the rapid erosion of the raised areas of the surfaces allowing the gold to be effectively polished over a period ranging from 30 s to 5 min.

However, in metal finishing, the processes are solely focused on obtaining a good metal finish and are not concerned with preserving the electrochemical properties of the gold electrode. When trying to produce an electrode suitable for monolayer growth and analysis of said layer by impedance spectroscopy things are more complicated and the electrolytic properties must be considered in conjunction with the surface finish. Multistep procedures and different parameters will be required to produce gold electrodes suitable for biosensor manufacture.

The need to produce an optimized procedure to clean and polish the surface whilst maintaining the electrolytic properties is obvious and two studies have been carried out to investigate the cleaning of electrodes specifically coated with MPA.

In the first Carvalhal et al. (2004) investigated different mechanical, electrochemical polishing and cleaning regimes to obtain an optimum electrochemical signal for gold electrodes which had been modified with MPA prior to cleaning. This study employed three different cleaning techniques:

1) A mechanical polish consisting of a 0.5um polish followed by a 0.3um polish (performed using alumina slurry)

2) Immersion in a piranha solution to chemically clean the surface

3) An electrochemical polish involved performing 25 cyclic voltammetry sweeps between a potential of +0.1V to +1.2V (vs SCE) in a three electrode
configuration with the gold electrode as the working electrode and a platinum counter electrode in a 0.5M H$_2$SO$_4$ electrolyte solution.

and various combinations of the preceding three steps. Ultrasonication followed each cleaning step and the cleaning effectiveness was quantified by measuring the reproducibility and efficiency of MPA removal from gold via cyclic voltammetry (CV).

This study revealed that a combination of sequential cleaning using mechanical cleaning, chemical cleaning and electropolishing, applied to the modified gold surface respectively, yielded the best results. Electropolishing alone failed to provide significant electrode cleaning and the use of mechanical cleaning alone (as recommended by the Bioanalytical Systems Inc, BASi, electrode care manual (Bioanalytical systems Inc., 2001) was the least effective method.

The second study was performed by Ding et al. (2007) who removed the piranha chemical cleaning step and replaced it with ultrasonication steps, consisting of ultrasonication in a water bath and then in an ethanol bath. This removed the bulk of organic contaminants before the electropolishing step. It was thought that the final electropolishing stage effectively removed all remaining organic matter as well as residual ethanol, as aggressive acids were employed during this stage.

Three solutions were employed for electropolishing including: 1 M perchloric acid (HClO$_4$), 1 M sulfuric acid (H$_2$SO$_4$) and 50mM 2-(N-Morpholino)ethanesulfonic acid (MES). The electropolishing potential range employed in this study was 0 to +1.5 V at a sweep rate of 500 mV s$^{-1}$ over 30 cycles. It is interesting to note that the voltage applied has been reduced from the 6-12 volts common in metal polishing to 0 to +1.5 V. The reduced voltage is seen as an attempt to minimize double layer formation which is known to impede adsorption of monolayers (Ding et al, 2007). Cleaning effectiveness in this instance was quantified by measuring a cyclic voltammogram produced by a three electrode configuration in a solution of 2-(N-morpholino)ethanesulfonic acid buffer (MES) and potassium ferrocyanide \{K$_3$Fe(CN)$_6$\}.
The study revealed that the perchloric acid was the most efficient solution and that the sulfuric acid was the least effective. This is thought to be a result of the respective acid conjugate bases provided a weak force of attraction to the gold surface in the case of the perchloric acid and a strong force of attraction in the case of the sulfuric acid.

Perchloric acid clearly provides a good electrolyte for electropolishing purposes, however, this chemical presents a severe explosion risk, particularly when combined with organic compounds such as acetic acid, methanol and ethanol (Sciencelab.com, Inc, 2005). The preceding ultrasonication step involves ethanol as the process solvent and transfer over of the ethanol between stages could give rise to an explosive mixture. The conventional way of avoiding explosions is to work at sub-zero temperatures but this introduces additional complications to the process. Therefore in the interests of safety it is perhaps better to accept the weaker performance of the sulfuric acid and to make this the preferred electrolyte.

The two studies reported so far (Carvalhal et. al, 2004, S.J. Ding et. al, 2007) have addressed the best cleaning methods for gold surfaces and attempted to maintain surface properties by adapting the conditions and materials used to minimise effects detrimental to the electrodes electrical properties. However no in-depth, quantitative assessment of the resulting surface properties was made and new experimental data is required to address this deficiency.

5.3 Experimental work
This experimental programme studied, the resulting surface properties of gold electrodes after they have been cleaned using a sequential cleaning procedure. EIS, cyclic voltammetry and optical microscopy were used to analyse the changes in the electrode surface properties and double layer thickness as a result of each stage of the cleaning process. The results yielded from the analysis of each cleaning process provided a quantitative insight into the degree of contaminant removal after each process was completed.
5.3.1 The sequential cleaning process

After a number of initial trials and with reference to the previous studies a 3 stage sequential cleaning process was arrived at that seemed to give the best compromise for safely producing a clean surface with the best electrochemical properties.

5.3.1.1 Mechanical cleaning

The electrode was polished sequentially, using three polishing wheels employing particulates of 1 µm, 6 µm and 300 µm. The 1 µm universal polisher (Metaserve) revolved at a speed of 300 rpm, the 6 µm wheel was mounted on a DP-20 polisher (Struers) and the 300 µm wheel was mounted on a Knuth Rotor (Struers). Both the Struers polishers rotated at a speed of 250 rpm. Electrodes were polished until no more non-uniformities were evident and the best surface finish was obtained at each step, which was determined using the optical microscope.

The electrode was then polished using 0.05 µm alumina slurry on a polishing pad by moving the electrode surface over the pad in a figure of eight motion until minimal scratching was observed via the optical microscope. Abrasive particulates entrained in the surface were removed via ultrasonication in purified water for 10 min.

5.3.1.2 Chemical cleaning with Piranha Solution

After mechanical cleaning, the electrode was ultrasonicated in piranha solution (75% v/v sulfuric acid, 25% v/v hydrogen peroxide) for 40 min, at 40°C. Unlike the conventional method of cleaning, which relied on ultrasonication electrodes in water prior to piranha solution immersion, this method aids organic matter removal by using ultrasonication in the piranha solution immersion step as well.

5.3.1.3 Electropolishing

The electropolishing stage was carried out using 1M sulfuric acid in purified water by performing 90 sweeps between a potential of 0V and 1.5V at a scan rate of 0.5V/s. The electropolishing procedure was performed using an Autolab potentiostat/galvanostat (Eco Chemie B.V.) in conjunction with General Purpose Electrochemical Software, GPES, in a two electrode configuration with a platinum wire counter electrode (BASi).
5.3.2 Measurements

5.3.2.1 Optical measurements

Initial surface analysis was carried out using a Versamet-2 microscope (Union) at x5 optical zoom with a ET USB 2750 camera (eMPIA technology) and Scope photo software (Scopetek).

The working electrode was inspected after each mechanical polishing step. Prior to inspection the electrode was rinsed with water and then with ethanol to remove any loose surface debris from the cleaning process. A further examination was made at the end of the mechanical cleaning process after the sample had been ultrasonicated in piranha solution. A similar procedure was adopted for the electropolishing step where inspection was carried out after every 30 voltage sweeps. Sample photos were taken at each inspection point to provide a permanent record of the observations.

5.3.2.2 Cyclic Voltammetry Measurements

Cyclic Voltammetry measurements were made on the electropolishing stages only. Both working electrodes were rinsed in purified water prior to Cyclic Voltammetry measurements. To conduct Cyclic Voltammetry measurements, an Autolab potentiostat/galvanostat (Eco Chemie B.V.) was used in conjunction with General Purpose Electrochemical Software, GPES (Eco Chemie B.V.). A three electrode configuration was employed with a platinum wire counter electrode and Ag/AgCl reference electrode. All electrodes, including the gold working electrode (MF-2014) were purchased from BASi instruments Inc.

Measurements were taken after the electropolished working electrode had been cleaned over: 0, 30, 60 and 90 sweeps. Cyclic Voltammogram measurements were also obtained for the working electrode that had been cleaned in piranha solution after it had been ultrasonicated over a period of 40 min.

Measurements were conducted in 0.1M PBS buffer (pH = 7.3) with 0.1M KCl electrolyte concentration and 0.05 M concentration of redox indicator [K₃Fe(CN)₆, Fisher Scientific]. 3 CV sweeps were performed between a potential of -0.5V and 0.5V at a scan rate of 0.01 V/s.
5.3.2.3 Electrochemical Impedance Spectroscopy Measurements

Prior to EIS, all electrodes were rinsed with purified water. Each measurement was performed using a conventional three electrode system with an Autolab potentiostat/galvanostat (Eco Chemie B.V.) in conjunction with Frequency Response Analyser (FRA). The Ag/AgCl reference electrode, platinum wire counter electrode and gold working electrode (MF-2014) were all purchased from BASi instruments Inc and all electrochemical measurements were performed in PBS.

Measurements were taken after the electropolished working electrode had been cleaned over: 0, 30, 60 and 90 sweeps. EIS measurements were also obtained for a working electrode that had been cleaned in piranha solution after it had been ultrasonicated over periods of 0 min, 15 min, 30 min, 45 min and 60 min. To minimise the effect of piranha solution degradation, fresh piranha solution was used after each EIS measurement.

For EIS, a 0.1 mV amplitude sine wave was applied to the working electrode in the tested frequency range of 0.1 Hz to 1 MHz, except in the case of piranha cleaning tests where the range tested was 10 Hz to 1 MHz. The working electrode was polarized at a potential of +0.25 V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrode had been cleaned and after it had been immersed in MPA solution.

5.4 Results

5.4.1 Results of mechanical cleaning process

There are two primary aims of mechanical cleaning, which include:

1. The removal of the double layer formed over the surface during measurement, which becomes significant if a multitude of measurements are undertaken without mechanical cleaning. Significant double layer formation affects measurement reproducibility and chemical properties of the working electrode.

2. The removal of deep scratches from the surface of the working electrode. Charge density will gather around the corners of these scratches, also acting to make the gold surface less uniform and rougher. If this roughness is of a scale
larger than the diffusion layer thickness, mass transfer of redox ions to the gold surface, during EIS and CV measurement, can be adversely affected serving to reduce the reproducibility of electrochemical measurements.

More specifically, scratches causing a roughness which is of a scale larger than the diffusion layer thickness, distorts concentration contours sufficiently across all laminae in the boundary layer to result in a change in redox ion mass transfer vector, see Figure 5.3C. This contributes to an increase in the electrode surface area available for electron transfer and a higher charge transfer current than that of a smooth surface electrode (Bard and Faulkner, 2001).

Ideally, the surface of the electrode should be atomically flat, which gives rise to the diffusion profile in Figure 5.3A. However, small microscratches (which constitute a smooth surface) have been found to alter the concentration contours in the diffusion layer close to the electrode surface. This distortion in the concentration contour lines becomes less evident as the distance along the surface normal increases (see Figure 5.3B) until the diffusion layer/bulk solution boundary is reached. As the diffusion contours have not been significantly altered in the boundary layer, mass transfer vector of redox ions through the boundary layer to a smooth electrode surface is the same as that of an ideal case. Hence, the redox ion mass transfer vectors are thought to be predominantly ideallic after mechanical polishing, even though the abrasive particles used to mechanically polish the electrode introduce microscratches during the polishing process. Entrained abrasive particulates are commonly removed via ultrasonication in water after the mechanical polishing process is complete.
5.4.2 Cleaning using piranha solution

The next stage of the process is to chemically clean the electrode in Piranha solution. This serves two purposes:

1) The surface will be contaminated with organic contaminants, introduced during the mechanical polishing stages; most of these will be removed on ultrasonication in piranha solution.

2) If the gold electrodes are left after mechanical cleaning because gold is naturally hydrophilic, it is common for a hydrophobic organic film to form over the surface of a cleaned gold electrode impairing its electrical properties this will be removed by the piranha solution.
Figure 5.4: Shows the evolution of a cleaned working electrode surface as a function of piranha solution immersion time in an ultrasonic bath. Measurements were taken after the post mechanical polishing purified water ultrasonication step (initial) and after 15 minute intervals of piranha solution ultrasonication, up to an overall immersion time of 60 min.

The high impedance -Z” values of the initial dataset shows that there is an insulating dielectric layer of organic contamination present across the surface of electrode (Figure 5.4). This layer is known to restrict the mass transfer of redox ions to and from the working electrode surface when it is immersed in electrochemical solution. The presence of non-conductive material on the surface contributes to imaginary impedance and the restriction the layer provides to the mass transfer of redox ions serves to increase charge transfer resistance.

Figure 5.4 also shows data for the real and imaginary impedance for samples ultrasonicated in piranha solution for increasing periods (15 minute increments) of time. The 15 minute sample shows a significant amount of the organic, dielectric layer is removed from the surface, which is reflected in the decrease in impedance values. The piranha solution accomplishes this in two stages:

1) Initially the hydrogen and oxygen atoms in the organic layer are removed via a hydration reaction with concentrated sulfuric acid. This reaction is relatively fast (Barber, 2006).
2) The next stage is much slower. It involves the removal of residual carbon from the electrode surface, where concentrated sulfuric acid dehydrates hydrogen peroxide to form hydronium ions, bisulfate ions, and transiently, atomic oxygen. The extremely unstable atomic oxygen then reacts with the residual carbon on the surface of the electrode, rendering it soluble, and allows the removal of the organic layer remnants.

The first stage process is hampered by a competing reaction where the hydrogen peroxide decomposes into water and oxygen, which not only serves to deplete the hydrogen peroxide used in carbon removal, but also acts to dilute the concentration of the sulfuric acid used in both stages of organic contaminant layer removal. The water evolved from this side reaction coupled with the water that evolves as a product of piranha cleaning, acts to further dilute and reduce the cleaning effect of piranha solution, as a function of reaction time. As a result, fresh piranha solution must be prepared for each cleaning procedure (Barber, 2006).

As immersion time increases, the consumption of the organic layer during piranha cleaning limits the piranha rate of reaction. After a piranha solution immersion time of 30 min, the impedance values do not change significantly and therefore it may be concluded that changes in the amount of contamination on the surface due to the cleaning reaction are very small and cannot be accurately measured using EIS spectra. Thus, 40 min was assumed to be the optimum piranha cleaning period.

5.4.3 Cleaning using electropolishing

The impedance measurements indicate that the ultrasonication in piranha solution is successful at removing debris and organic contaminants from the surface however a problem was found to exist with several electrodes that were contaminated with an unknown substance. This contaminant was found not to be significantly affected via mechanical polishing or the subsequent piranha cleaning, showing that the contaminant was both hard and inorganic. The contaminant layer, can be seen clearly in the microscope image of Figure 5.6 (A), where the dark patches represent the insulating, dielectric layer. The dielectric layer remained present on the surface in spite of mechanical polishing (see Figure 5.6 (C)).
EIS spectra obtained from this contaminated electrode, are shown in Figure 5.5. The very high impedance values, indicate that a significant dielectric layer has been formed.

Figure 5.5, where: “piranha clean” corresponds to a typical Nyquist plot yielded from an electrode that has undergone piranha cleaning. “Contaminated electrode” corresponds to the post piranha clean EIS for the electrode which was tarnished.

Figure 5.5 shows the improvements made to the measured impedance following electropolishing. Electropolishing removes the outermost layer of Au electrode molecules that the contaminant has bound to, thereby removing the contaminant. Figure 5.6 (D) supports this argument as it demonstrates that electropolishing has reduced sample discoloration (which is indicative of contamination on the sample surface).

The electropolishing seems to have increased the cleanliness of the surface beyond that normally achievable for the piranha clean alone where the insoluble contaminant is not present. This is indicated by the impedance plots in Figure 5.7 where the impedance values have reduced. This is not surprising as the electropolishing will strip off a complete monolayer of gold from the electrode surface removing any remaining organic contaminants with it.
Figure 5.6: Optical microscope images of the contaminated electrode (A), after polishing using 30 μm, 6 μm and 1μm (B), after 0.05μm alumina slurry polish (C) and after 30 electropolishing sweeps (D).
Figure 5.7: A typical piranha cleaning EIS spectra (piranha clean 40min) and the EIS spectra obtained from the electropolished electrode after 30 sweeps (30 sweeps), which had been previously contaminated with the unknown dielectric substance.

5.4.3.1 Electropolishing sweep optimisation

As demonstrated above the electropolishing cleaning stage is very good at removing contaminants from the surface of the electrode left behind by the preceding cleaning operations. However, microscratches resulting from mechanical polishing cause uneven charge distribution across the surface of the substrate during electropolishing and can change the surface topography of the working electrode. This is undesirable and it is necessary to optimise the number of electropolishing sweeps so that the working electrode surface is clean and so that scratches aren’t widened to an extent where they affect redox ion mass transfer vector.
Figure 5.8: Photographs of a polished electrode after: Alumina polishing (A), 30 electropolishing sweeps (B), 60 electropolishing sweeps (C) and 90 electropolishing sweeps (D); accompanied with diagrams showing where scratches have been corroded (solid lines illustrate electrode/solution boundaries and dashed lines illustrate former electrode/solution boundaries) and how redox ion mass transfer was affected during electrochemical measurements (dotted lines join points of equal concentration and arrows indicate redox ion diffusion vectors).
The effect of increased number of electropolishing sweeps on redox ion mass transfer vector is shown in Figure 5.8. After a smooth, mirror like finish had been obtained on the electrode surface using 0.05 μm alumina slurry mechanical polishing, small microscratches present on the surface were not sufficient to shift the redox ion mass transfer vectors from ideality (see Figure 5.8A). Over the course of 30 electropolishing sweeps, areas of high charge density built up around the corners of small microscratches resulting in a fast rate of corrosion in these areas. This served to widen the scratches and cause them to become visible via optical microscope (See Figure 5.8B). Although over a period of 30 sweeps, this was found to have an insignificant effect on redox ion mass transfer.

After 60 sweeps had been undertaken, more scratches have been sufficiently widened to become evident on the optical microscope image. Moreover, scratches that were initially evident are sufficiently wide enough to have an effect on redox ion mass transfer vector. This is shown in Figure 5.9 by a shift in the measured oxidation potential between the CV measured after 30 sweeps and after 60 sweeps. Similarly, a shift in impedance can also be noticed in Figure 5.10, between the EIS spectra obtained after 30 sweeps and 60 sweeps. This shift was caused by a large double layer forming across the electrode’s increased surface area (brought about as a result of scratch widening). As more double layer molecules are available to contribute to imaginary impedance after 60 sweeps, a larger semicircle is observed in the Nyquist plot in Figure 5.10.

After 90 sweeps, erosion caused by electropolishing eliminates scratches and are replaced by a slight unevenness in the electrode surface (Figure 5.8 D). This causes redox ion mass transfer vectors to almost return to ideality, resulting in a shift in oxidation potential to the value observed for 30 sweeps (Figure 5.9) and a decrease in EIS spectra semicircle size from the “60 sweeps” dataset to the “90 sweeps” dataset (Figure 5.10). It can be seen that the semicircle is smaller for the “30 sweeps dataset” than for the “90 sweeps” dataset, indicating that the double layer is thicker after 90 sweeps than after 30 sweeps.
Other scratches that were not apparent after 30 and 60 sweeps become apparent after 90 sweeps (see Figure 5.8). These scratches were initially very narrow and deep after mechanical polishing and took a large number of electropolishing sweeps to undergo scratch widening. In instances such as this, some of the redox ion mass transfer vectors deviate from ideality, although this effect appears to be negligible for the “90 sweeps” dataset in this investigation (see Figure 5.9 and Figure 5.10).

Upon comparing the electropolished electrode surface yielded by 90 sweeps to the other intervals that were tested, it can be seen that scratching on the surface after 30 sweeps affects redox ion mass transfer the least and the double layer is also smallest after 30 sweeps. Hence, it can be concluded from this investigation that 30 sweeps is the optimal number of electropolishing sweeps to be used in the preparation of gold electrodes for electrochemical biosensor construction.

![Cyclic Voltammogram showing the shift in redox potential peak as a result of scratch widening during electropolishing. The dashed and dotted lines represent the potentials at which the redox potential occurs after 60 sweeps and after 30 and 90 sweeps respectively.](image)

**Figure 5.9:** Cyclic Voltammogram showing the shift in redox potential peak as a result of scratch widening during electropolishing. The dashed and dotted lines represent the potentials at which the redox potential occurs after 60 sweeps and after 30 and 90 sweeps respectively.
Figure 5.10: Nyquist plot showing complex impedance profiles brought about by the widening of microscratches and the build up of a double layer on the electrode surface as a result of electropolishing sweeps.

5.5 Summary

The effects of electropolishing on electrode surface properties and double layer thickness were studied and compared to conventional cleaning methods using EIS, cyclic voltammetry and optical microscopy. Changes in resistance and capacitance over the electrode surface allowed the recognition of scratches, double layer and contamination when used in conjunction with optical imaging. The traditional method of cleaning using Piranha solution was revealed to be effective at removing organic contamination from the surface of the electrode. However, in the rare occasions where inorganic contaminants are present, piranha solution was found to be an unsuitable cleaning technique.

Cleaning via electropolishing was found to be the most thorough cleaning method and was demonstrated to be effective on all types of contamination encountered within a period of 30 sweeps. Upon performing additional electropolishing sweeps, double layer thickness increased and previously insignificant microscratches widened and disrupted the electrode’s redox ion diffusion field.

Therefore, to avoid the detrimental side effects of electropolishing, it is the finding of this investigation that the optimum working electrode pre-treatment ordinarily
involves mechanical polishing followed by ultrasonication in purified water for 10 min and subsequently ultrasonication in piranha solution for 40 min. However, mechanical polishing followed by ultrasonication in purified water for 10 min and subsequently electropolishing should be employed to remove contamination when inorganic contaminants are present on the surface. In this instance, electropolishing is undertaken in 1M sulphuric acid and over the period of 30 sweeps, where each sweep occurs between potentials of 0 V and 1.5V and occurs at a rate of 0.5V/s.
Chapter 6: Optimisation of formation of Mercaptocarboxylic Acid Monolayers on Au(111) substrates

6.1 Introduction

The first stage in producing a layer constructed biosensor with optimum performance would involve coating the gold substrate with a modified thioalkane-based self-assembled monolayer (SAM). Mercaptocarboxylic acid monolayers are often the SAM of choice for use with Au(111) substrates (Luppa et al, 2001). An explanation for this is that Au films are relatively easy to prepare, the substrate relatively easy to clean, and the short hydrocarbon chain SAMs are simple molecules that exhibit all the properties and degrees of freedom necessary for complete monolayer formation. Mercaptocarboxylic acid SAMs also result in fewer intermolecular interactions than its intermediate and long chain counterparts that act to reduce gauche defects and ultimately resulted in a more ordered monolayer (Schreiber, 2000; Porter et. al, 1987; Alves et. al, 1992; Kang and Rowntree, 1996).

The structure and growth of the monolayer on an Au(111) substrate is dictated by a number of factors including: substrate structural defects, temperature during monolayer formation, immobilization technique, solvent used, electrode pretreatment, chain length, monolayer density and headgroup structure (Chen and Li, 2006; Schreiber, 2000; Gyeipi-Garbrah and Šilerová, 2001). This study will focus on the key factors by optimising the temperature and immersion times of the substrate in the MPA solution.

6.1.1 Formation of MPA layers: Himmelhaus model

Intrinsic to the process of optimization of the layer formation is an understanding of how the layer is formed. Current knowledge on the formation of MPA monolayers indicates that the process is complex. Previous studies of the formation of the MPA layer using SFG (sum frequency generation) show that the detection signal approximates the Langmuir adsorption isotherm model for the first few minutes of SAM solution immersion, but at longer immersion times, systematic deviations from the Langmuir isotherm are reported (Peterlinz et. al, 1997; Bain et al, 1989; Xu et al, 1998). Himmelhaus et. al. (2000) conducted an in-depth investigation into this behaviour using SFG and was able to break down the mechanism into three distinct stages of monolayer formation.
6.1.1.1 The first stage of MPA layer formation.

Himmelhaus et al (2000) first stage of layer formation consisted of the chemisorption of the thiol headgroup on to the substrate with the molecules lying flat and parallel to the plane of the substrate. Camillone et al (1996) established that this stage happens very rapidly, in the order of seconds or minutes. Further they observed that the alkanethiol hydrocarbon chains in this state were ordered as shown in Figure 6.1. Some of the sulfur groups were spaced at a distance of 31.7 Å, approximately twice the length of the decanethiol SAM molecule immobilized (L), other sulfur groups were spaced at 2.2 Å, the length of a disulphide bond indicating a degree of dimerization had occurred. This hypothesis was supported by two studies of alkanethiols on Au surfaces via XSW (X-ray Standing Wave) data (Fenter et al, 1998; Fenter et al, 1999).

![Diagrammatic representation of a low coverage alkanethiol molecular arrangement on an Au(111) surface.](image)

**Figure 6.1:** Diagrammatic representation of a low coverage alkanethiol molecular arrangement on an Au(111) surface.

6.1.1.2 The second stage of MPA layer formation.

Himmelhaus et al (2000) second stage of layer formation corresponds to re-orientation of hydrocarbon chains to an angle of 30° perpendicular to the substrate surface and occurs over a much longer immersion period. The hydrocarbon chain re-orientation is brought about by interactions between adjacent SAM molecules on the substrate (Camillone et al, 1996; Poirier, 1999; Dubois et al, 1993, Gerlach et al, 1997).
Moreover, the tilt angle of alkanethiols varies between 0° and approximately 60° to the substrate as a function of SAM density on the Au surface (Chidsey et al, 1989; Strong and Whitesides, 1998; Chidsey and Loiacono, 1990). The re-orientation of hydrocarbon chains causes the structure of the SAM monolayer on the Au surface to change progressively from a low coverage phase to a transitional structural phase and, finally, to the saturated phase structure.

6.1.1.3 Third stage of MPA layer formation: Saturated phase.

Himmelhaus et al. (2000) third stage was shown to occur over the longest period of immersion time and involved the ordering of the SAM terminal functional groups. The reported structure of the saturated phase of an alkanethiol SAM on an Au(111) surface can be seen in Figure 6.2 and has been described as having the hexagonal notation: $(\sqrt{3} \times \sqrt{3}) \text{ R30}^\circ$ (Chidsey et al, 1989; Strong and Whitesides, 1998; Chidsey and Loiacono, 1990). Each sulfur group that has been chemisorbed onto the Au substrate is spaced at 5 Å from adjacent sulfur groups and molecular interactions between adjacent hydrocarbon chains give rise to a 30° hydrocarbon chain tilt angle from the normal (Nuzzo et. al, 1990a; Nuzzo et. al, 1990b) (see Figure 6.2).
Figure 6.2: A diagrammatic representation of a saturated monolayer structure on a Au(111) substrate, with chemisorbed sulphur groups (S) and hydrocarbon chains (solid lines) at a tilt angle of $\theta^o$ from the normal (dotted line).

6.1.2 Exceptions to the Himmelhaus Models

Exceptions exist to the mechanism for SAM formation proposed by Himmelhaus et al (2000). Some instances have been reported where saturated alkanethiol layers have differed in structure to the conventional ($\sqrt{3} \times \sqrt{3}$) R30$^o$ structure (Pockels, 1891; Fenter et al, 1994; Als-Nielsen et al, 1991). It was suggested by Schrieber (2000) that a possible reason was that sulfur group interactions played a more dominant role in SAM molecule positioning in very short hydrocarbon chain alkanethiols than in larger hydrocarbon chain alkanethiols.

Figure 6.3: A diagrammatic representation of the structure of a mercaptopropionic acid monolayer. MPA molecules are shown as circles, with an MPA structure highlighted in grey; substrate molecules are shown in white and the black rhombus shows the inter-structural spacing.
6.1.2.1 Carboxyl terminated thioalkanes.

In a more recent study, the structure of 3-mercaptopropionic acid (HS-(CH₂)₂-COOH) on a Au(111) surface was studied (Sawaguchi et al, 2001). This short chain thioalkane exhibited an ordered monolayer with disordering only occurring near etched areas of the substrate. The structure of the short chain mercaptalkane carboxylic acid was found to exhibit a different structure to that of the conventional (√3 x √3) R30° structure, as a result of the strong intermolecular hydrogen bonds brought about by the SAM molecule COOH terminal group (Nuzzo et al, 1990a), see Figure 6.3. In this instance, triangular structures, each consisting of 3 adjacent SAM molecules, are arranged in a rhombus shape, with the centre of each triangle at a distance of 1 nm between adjacent structures. Each individual SAM molecule on the surface of the Au(111) monolayer is spaced at a distance of 4.53 Å within a triangle.

6.2 Current models for the SAM formation mechanism

The Langmuir adsorption isotherm, (see Chapter 3.2), is conventionally used to model most instances of molecular adsorption and has been found to provide an adequate approximation to SAM first stage growth (Dannenberger et al, 1999). In this instance, growth rate is proportional to the number of available binding sites on the Au surface, where Θ is the fraction of the Au surface covered, R is the rate constant and t is immobilization time. This model, however, fails to take into account molecular interactions, which have a significant effect on the rate of formation and the geometry of the monolayer. This encompasses electrostatic interactions of adjacent molecules, in addition to the effects of immobilized SAM molecules and immobilized SAM molecule orientations on aqueous SAM molecule diffusion from the bulk solution to the Au(111) surface.

In an attempt to overcome this problem, a modified Kisliuk model (as discussed in Chapter 3.2) was introduced to take into account the interactions of the increasing number of SAM molecules present on the Au surface during the period of monolayer formation. This was accomplished through the use of “sticking coefficients (kₑ)” which vary depending on: hydrocarbon chain length; functional groups that may be present on the SAM’s constituent molecules; SAM molecule solution concentration, and experimental conditions that can influence monolayer growth (examples of these
include: the type of solvent used, immobilization temperature and the degree of solution contamination) (Dannenberger et al, 1999; Kreuzer, 1995).

Although the Kisliuk and Langmuir adsorption isotherms both give an effective approximation to substrate coverage with SAM as a function of immersion time, neither isotherm models second and third stage growth. This is critical as, in many instances, functional group orientation affects the monolayer properties as well as the rate and reproducibility of subsequent reactions involving the immobilized SAM layer. Thus, there is a need to develop a model which is capable of predicting SAM growth and degree of ordering as a function of immersion time. The next stage in developing said model is to produce an experimental study that will give more information about what effects the different mechanisms of second and third stage growth have on the physical properties of the monolayer and how temperatures affect the relative rates of the processes. The experimental study also provides the data benchmark against which any proposed models can be evaluated.

6.3 Experimental work

A series of two independent sets of measurements were carried out. The principle measurements were made using Electrochemical Impedance Spectroscopy (EIS). This method was selected because it is particularly suited to the analysis of the bulk changes in the interfacial properties of modified electrodes upon monolayer formation occurring at the modified electrode surface. This is due to the ability of EIS to provide detailed information on capacitance and resistance changes occurring at the electrode surface, as well as the kinetics and mechanisms of electron transfer processes.

A second set of measurements were made using Infrared Reflection Adsorption Spectroscopy (IRRAS) at 20 °C to verify the EIS measurements. IRRAS was chosen because it shows some advantages over conventional IR spectroscopy. For instance, it can be used for samples that are not transparent over an appreciable wavelength range in the IR region. In IRRAS the IR beam is reflected from the front face of a highly reflective sample. Using this method typical spectra produce outputs such as transmittance versus wavelength and absorbance versus wavelength or wavenumbers. The data in this research is represented as absorbance versus wavenumber.
6.3.1 Chemicals and solutions.

MPA (Sigma) at a concentration of 0.05 M was used in ethanol (Fisher Scientific). 0.1 M phosphate buffer solution (PBS, pH = 7.4) was prepared, which contained 0.1 M KCl (BDH) as supporting electrolyte and 0.05 M K₃Fe(CN)₆ (Fisher Scientific) as redox mediator. Deionised water (DI) (15 MΩ) was used, unless otherwise stated.

6.3.2 Cleaning.

The EIS SAMs were prepared on a set of three gold working electrodes. The working electrodes were polished using 0.05 µm alumina powder, followed by ultrasonic cleaning for 10 minutes in DI water. The working electrodes were then ultrasonicated in piranha solution before being rinsed in DI water and subsequently in ethanol, to remove inorganic and organic contaminants from the electrodes prior to MPA immobilization.

To ensure effective electrode cleaning, 5 cyclic voltammogram sweeps were performed between a potential of -0.5 V and 0.5 V. Overlapping scans inferred that non-atomically bound matter was no longer transferring into the bulk PBS solution from the electrode, thus the working electrode was assumed to be clean.

The IRRAS studies were performed on borosilicate glass slides coated with Au(111). The glass slides were cleaned by immersion in piranha solution, 75 % v/v H₂SO₄ (Fluka) and 25 % v/v H₂O₂ (Fisher Scientific), before being rinsed firstly in DI water and then subsequently in ethanol, to remove inorganic and organic contaminants from the slides prior to MPA immobilization.

All glassware was sequentially rinsed with aqua regia, 25 % v/v HNO₃ (Fisher Scientific) and 75 % v/v HCl (Fisher Scientific), concentrated NaOH (Fluka) solution and DI water to remove sources of organic and ionic contamination.
6.3.3 **SAM growth procedure.**

Working electrodes and Au coated glass slides were rinsed in ethanol after the initial measurements, prior to immersion in the MPA solution to avoid MPA solution contamination with PBS.

The gold coated glass slides and electrodes were then immersed in MPA solution held at the desired temperature. Temperature control of the samples was maintained either in refrigerator for low temperature measurements or in a water bath. Several working electrodes were initially immersed in each MPA solution and each electrode/glass slide was sequentially removed for measurement after a certain immersion period.

Upon removal from the MPA solution, electrodes were immediately ultrasonicated for 2 min 30 s in ethanol, to remove non-chemisorbed MPA molecules prior to EIS measurement. A different procedure was required for the glass slides prior to IRRAS measurement. The Au coated glass slides were soaked in ethanol over a 12 hr period before being rinsed with water, and then dried, to remove non-chemisorbed MPA molecules.

6.3.4 **Electrochemical measurements.**

The data in this research is presented as absorbance versus wave number. Each immersion period test was performed in triplicate using a conventional three electrode system with an Autolab potentiostat/galvanostat (Eco Chemie B.V.) in conjunction with Frequency Response Analyser (FRA) software and General Purpose Electrochemical System (GPES) software (Eco Chemie B.V.), for EIS and Cyclic Voltammetry (CV) measurements respectively. The Ag/AgCl reference electrode, platinum wire counter electrode and Au working electrode (MF-2014) were all purchased from BASi instruments Inc and all CV and EIS measurements were performed in PBS.

For EIS, a 0.1 mV amplitude sine wave was applied to the working electrode in the tested frequency range of 0.1 Hz to 1 MHz. An AC frequency of 0.1 Hz was used to obtain the data. This frequency was selected because the mass transfer effects of redox ions are more apparent at this frequency causing a greater number of monolayer properties to influence the impedance data. The working electrode was polarized at a
potential of +0.25 V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrode had been cleaned and again after it had been immersed in MPA solution.

6.3.5 Spectroscopic measurements.

Infrared reflection absorption spectroscopy (IRRAS) spectra were performed using a Varian 7000 FT-IR spectrometer equipped with a step scan interferometer and a liquid nitrogen cooled narrow band detector. The spectra were collected in a vacuum at a resolution of 2 cm⁻¹ from 600-6000 cm⁻¹. A reference Au slide was used as background.

6.4 Results and Discussion

6.4.1 EIS measurements

Figure 6.4 shows the data obtained from the EIS measurement for five different temperatures. All five temperatures show two clear ramps followed by plateaux in the record that correspond to two distinct phases of monolayer growth. For the data sets collected for temperatures between 20 °C and 40 °C, the first ramp and plateau corresponds to the formation of a monolayer structure (lying down) over an immersion time of between 5 s (0.00139 hrs) and 5 min (0.0833 hrs) and the formation of a second structure (standing up) over 5 hrs to 12 hrs. This is illustrated in Figure 6.4 by the two plateaux occurring on each temperature trace. As expected, the rate of formation of the first structure increases from 20 °C to 40 °C. However, the hydrophobicity and structure of the first fully formed monolayers differ greatly between formation temperatures, which are reflected in the impedance magnitude of the first structure plateaux (Huang, 2007).

The data sets are divided by the Gyepi-Garbrah Critical temperature (T_c) (Gyepi-Garbrah and Šilerová, 2001) into two sets. This temperature was defined as being the point at which a SAM structure undergoes a two dimensional phase transition, resulting in a loss of order in the monolayer. For a MPA monolayer, T_c is shown to lie in the range of 20 °C to 25 °C in Figure 6.4. Two data sets were measured below T_c at 4 °C and 20 °C. Three experiments at 25 °C, 30 °C and 40 °C were carried out
above this temperature and the formation of the monolayer structures was observed to be different.
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**Figure 6.4:** A normalized impedance plot comparing the predicted values of the proposed adsorption isotherm models (H 40 °C, H 30 °C, H 25 °C, H 20 °C and H 4 °C), to the normalised experimental impedance data, obtained at 0.1 Hz, (D 40 °C, D 30 °C, D 25 °C, D 20 °C and D 4 °C).

### 6.4.1.1 Immersion data collected at 4 °C.

During adsorption of the first structure at 4 °C, the rate of adsorption of MPA was higher than that of the rate of adsorption of MPA at 20 °C. This was due to the decreased solubility of the MPA in ethanol. In accordance with the principles of the Kisliuk adsorption isotherm, as applied to SAMs (Dannenberger et al, 1999), this considerably weakened the force that ethanol molecules exerted on the MPA molecules in the precursor state, which act to drive the molecules back into solution. Thus, MPA molecules are more readily adsorbed to the surface of the substrate than at a temperature of 20 °C.

It can also be seen from Figure 6.4 that the first plateau at 4 °C occurs at a much lower impedance than the 20 °C data set. This implies that the monolayer structure is different between the two cases. Moreover, it can be deduced that a porous disordered monolayer is initially formed and that the gradual ramp preceding the formation of the 2\(^{nd}\) plateau corresponds to the reduction in monolayer pinhole defects.
until the monolayer becomes saturated and the second plateau is attained. In this respect, the 4 °C data set is unique as no phase transitions occur in the monolayer over the immersion times investigated.

6.4.1.2 Immersion data collected at 20 °C.

Over the first 5 minutes, at 20 °C, MPA molecules form an ordered fully formed lying down structure (shown in Figure 6.1). The structure forms as MPA molecules adsorbed onto the surface of the electrode as insulating “islands” that grow with immersion time (Schreiber, 2000; Barrena et. al, 1999). This can be represented by the Gibbs free energy equation, shown in equation (6.1), where $\Delta G_{ads1}$ is the Gibbs free energy of MPA adsorption (dictated mainly by the S-Au interaction); $\Delta H_{ads1}$ is the enthalpy evolved from adsorption; $T$ is absolute temperature; $\Delta S_{ads1}$ is the entropy introduced as a result of MPA molecule adsorption.

$$\Delta G_{ads1} = \Delta H_{ads1} - T\Delta S_{ads1}$$  \hspace{1cm} (6.1)

The electrically insulating islands grow as a function of immersion time until the substrate surface is covered and the monolayer enters a transitional state structure, whereby hydrocarbon chains of MPA immobilized on the substrate are displaced by thiol groups of other MPA molecules being adsorbed onto the substrate (Schreiber, 2000). This is shown in Figure 6.4 by the shift in impedance levels between plateaux 1 and 2 and can be represented in the energy balance shown in Equation 6.2. $\Delta G_{ads2}$ is the Gibbs free energy of MPA adsorption over the transitional structural formation stage and $\Delta G_{R-Au}$ is the Gibbs free energy evolved from the MPA chain-Au Van Der Waals interactions.

$$\Delta G_{ads2} = \Delta G_{ads1} - \Delta G_{R-Au}$$  \hspace{1cm} (6.2)
Upon comparing equation (6.1) and equation (6.2), it can be seen that $\Delta G_{ads2} < \Delta G_{ads1}$ thus the rate of adsorption in the transitional structure phase is slower than in the case of initial adsorption (See Figure 6.4). Structure 1 (the lying down structure) has high impedance due to the hydrophobic layer formed by the exposure of the carbon chains to the MPA-Electrochemical solution boundary. Structure 2 (standing up structure) corresponds to an increase in the number of oxygen and hydrogen atoms being orientated toward the solution-monolayer boundary, which in turn has low impedance and is an indication of increased monolayer disorder. Also, during MPA molecule adsorption in the transition phase, the densely packed (standing up) MPA structure (See Figure 6.4) gradually forms (Sawaguchi et al, 2001).

In this instance, sulfur molecules are spaced at a constant distance of 4.53 Å from each other as a result of a force equilibrium of strong attractive and repulsive intermolecular forces established between adjacent MPA molecules. This standing up structure does not allow any further MPA molecules to be adsorbed onto the substrate from the solution to form an even more densely packed structure therefore the second plateau, of low impedance, is formed. Thus, it can be deduced that the rate of formation of the standing up structure in the transitional phase is proportional to the amount of MPA in the lying down structure, present on the substrate.

6.4.1.3 Immersion data collected above the Gyepi-Garbrah critical temperature: Temperature effects on the formation of the first adsorbed structure at 20°C and above Tc.

The initial impedance gradients leading to plateau 1 (See Figure 6.4), increase with temperature. This suggests that the rate of formation of the first adsorbed structure increases with temperature above $T_c$.

For the temperature increase from 20 °C to 25 °C, the impedance level of plateau 1 is observed to drop significantly. Gyepi-Garbrah and Šílerová (2001) suggested that this may be result of an increase in disorder of the first monolayer with a structure exhibiting decreased impedance. The hypothesis, commensurate with Gyepi-Garbrah suggestion, is that structure 2 (standing up structure) forms at the same time as the normal growth of structure 1 across the surface. The first plateau in the impedance
trace (See Figure 6.4) is the result of a pseudo-steady state situation where a balance is struck between the formation rates of the two structures; high impedance structure 1 and low impedance structure 2. The relative impedances cancel each other out to give constant impedance. When the surface is covered fully no more structure 1 can form, the balance is broken, and the impedance starts to rise as structure 1 is replaced with structure 2.

Disorder continues to increase with increased temperature from 25 °C to 40 °C because the relative rates of formation change between the two structures favouring structure 2 formation at higher temperatures. If the impedance is only a function of the structure of the monolayer one would expect the impedance to fall. However as the rate of formation of structure 2 increases then more imperfections/faults in the structure 2 occur (Gyepi-Garbrah and Šilerová, 2001). These imperfections act to increase the hydrophobicity of the layer and cause the impedance to rise.

6.4.1.4 Immersion data collected above the Gyepi-Garbrah critical temperature: Temperature effects on the formation of the second adsorbed structure at 20°C and above $T_c$.

Figure 6.5 shows a plot of final impedance value versus temperature of the data measured above $T_c$. The impedance exhibits a steady rise, which is caused by the increase in imperfections in the structure 2 monolayer for the temperatures 20 to 30 °C. The trace then shows a drop in impedance for the 40 °C result. Gyepi-Garbrah and Šilerová (2001) observed an increase in monolayer porosity as immersion temperature increases above $T_c$ that would give a drop in impedance. It is clear that the imperfections due to increased porosity now dominate the impedance of the monolayer and explain the drop in impedance observed.
**Figure 6.5:** Showing how final monolayer normalized impedance measured at 0.1Hz varies with immersion temperature as a result of monolayer structural differences.

### 6.4.2 Equivalent circuit analysis.

The next step of the analysis of the impedance data was to apply the equivalent circuit analysis (See Chapter 2) to describe the surface properties of each identified MPA structure formed on the substrate surface. The equivalent circuit used for this system is shown in Figure 6.6.

**Figure 6.6:** Equivalent circuit modelling the behaviour of MPA-coated gold working electrode.

The value Rs+Ohm (is the uncompensated resistance of the electrochemical solution and all physical circuit connections. It was determined by fitting the equivalent circuit to the equivalent circuit complex impedance plot for the cleaned gold electrode).
A single equivalent circuit element, CPE1, (See Figure 6.6) was used to model the capacitance of the circuit arising as a result of two contributions. The first capacitance contribution is due to the permanently adsorbed MPA. The second contribution arises due to a temporary layer (double layer) formed by solution molecules and charged ions in the electrochemical solution. This layer of charged ions disperses when the applied potential difference is removed.

It is difficult to discern between the capacitance contributed to the system by immobilised MPA, and the capacitance of the double layer on the surface of the substrate experimentally and therefore it is most useful to combine these effects in the model.

The equivalent circuit element $R_{ct}$, (Figure 6.6), is the sum of two forms of charge transfer resistance. These arise from the bare gold working electrode (including potential difference across the double layer and the standard potential of the redox indicator ions), and the charge transfer resistance contributed to the system by the MPA layer.

The remaining term shown in Figure 6.6, $W_{mt}$, is the Warburg impedance element which accounts for the mass transfer effects of ions on the detection signal. These are most predominant at low frequency, where the charge transfer current is largely dependent on the rate at which new ions can replace other ions that have been oxidised or reduced at the electrode surface during measurement.

Table 6.1 gives the equivalent circuit values for each element of the circuit obtain by fitting the equivalent circuit model to the data in Figure 6.7 for the two data sets at 4 and 20 °C one point on each plateau for each data set was used as being representative of the structure on the surface at that point in time. The table also presents the parameters when fitted to the impedance spectra for the clean working electrode as a base line reference.
Table 6.1: Showing equivalent circuit element values used to model EIS spectra.

<table>
<thead>
<tr>
<th>Immersion time</th>
<th>Rs+Ohm</th>
<th>CPE1-T</th>
<th>CPE1-P</th>
<th>Rct</th>
<th>Wmt-R</th>
<th>Wmt-T</th>
<th>Wmt-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cleaned working electrode surface</td>
<td>98.8</td>
<td>1.081x10^{-6}</td>
<td>1</td>
<td>57.84</td>
<td>3105</td>
<td>48.28</td>
<td>0.483</td>
</tr>
<tr>
<td>1\textsuperscript{st} plateau (4 °C)</td>
<td>98.8</td>
<td>1.239x10^{-5}</td>
<td>0.8929</td>
<td>242.7</td>
<td>3.527x10^{6}</td>
<td>2.333x10^{8}</td>
<td>0.449</td>
</tr>
<tr>
<td>2\textsuperscript{nd} plateau (4 °C)</td>
<td>98.8</td>
<td>8.657x10^{-7}</td>
<td>0.9225</td>
<td>252.5</td>
<td>5.580x10^{6}</td>
<td>2.120x10^{7}</td>
<td>0.421</td>
</tr>
<tr>
<td>1\textsuperscript{st} plateau (20 °C)</td>
<td>98.8</td>
<td>1.403x10^{-6}</td>
<td>0.8951</td>
<td>412.9</td>
<td>1.013x10^{6}</td>
<td>4.277x10^{7}</td>
<td>0.423</td>
</tr>
<tr>
<td>2\textsuperscript{nd} plateau (20 °C)</td>
<td>98.8</td>
<td>9.839x10^{-7}</td>
<td>0.9988</td>
<td>154.3</td>
<td>106610</td>
<td>207450</td>
<td>0.440</td>
</tr>
</tbody>
</table>
6.4.2.1 Results of the analysis for the EIS data collected at 20 °C

High values of Wmt-R and Wmt-T were obtained for the data point examined on the 1st plateau at 20 °C. These high values correspond to a high Warburg impedance which is indicative of low mass transfer in the electrochemical solution that corresponds to low diffusion rates for the redox indicators. In the case of short chain thioalkane SAMs, electron transfer across an MPA layer to an electrode is electron tunnelling based (Bard and Faulkner, 2001), thus redox ions do not pass through the MPA layer. It is thought that the diffusion coefficient of the redox species to the electrode surface is altered as a result of the hydrophobic effects, brought about by the presence of the MPA monolayer (Huang et al, 2007).

At 20 °C, after the immersion time in which the 1st plateau can be measured, hydrophobic structure one (which has a large charge transfer resistance and high CPE
admittance) and a small amount of hydrophilic structure two (which has a low CPE admittance, indicating dense monolayer formation, and a small charge transfer resistance) are thought to be present on the electrode surface. As more MPA adsorbs itself to the surface, the entire monolayer surface is saturated with structure 2, with carboxylic acid groups orientated toward the solution boundary. This gives rise to smaller charge transfer resistance and admittance, indicating hydrophilic behaviour. As a result of this behaviour, the redox ion diffusion coefficient increases, which in turn causes Wmt-R and Wmt-T to decrease.

6.4.2.2 Results of the analysis for the EIS data collected at 4 °C

Unlike its 20 °C counterpart, it is believed that at 4 °C a disordered monolayer forms after the immersion time yielding plateau 1. This is reflected in the Rct and CPE1-T measurements for the two layers, where plateau 1 at 20 °C and 4 °C yield significantly different Rct and CPE1-T values. Moreover, the disorder exhibited by the monolayer at 4 °C rendered it hydrophobic (resulting in high Wmt-R and Wmt-T values). Plateau 1 at 4 °C was also revealed to be porous, which is reflected in the CPE1-T value for the plateau 1 being much greater than that of the plateau 2 dataset (Table 6.1). After plateau 1 is observed, the density of the monolayer increases with time, resulting in a decrease in porosity (causing the CPE1-T value to decrease) until the monolayer is saturated with MPA. At this point, no further MPA adsorption occurred and plateau 2 was observed. The disorder of the monolayer occurring in the 2nd plateau at 4 °C also causes the Rct value to be only slightly greater than that of plateau 1. In contrast, the change in Rct between the 2 plateaux at 20 °C is very high due to the reorientation of the monolayer molecules.
6.4.2.3 EIS data collected from the cleaned electrode

As expected, the spectra obtained from a cleaned gold working electrode revealed that the electrode surface was the most hydrophilic of all the EIS datasets shown in Figure 6.7. This gave rise to low Wmt-R and Wmt-T values, indicating high diffusion coefficients of redox active species to the surface of the working electrodes. Moreover, the double layer was revealed to be homogeneous and thin, as the CPE1-P value indicated ideal capacitive behaviour and, of all the datasets shown in Figure 6.7, the cleaned working electrode Rct value was lowest. Mass transfer of redox ions was also revealed to be the most ideal at the cleaned working electrode surface, as the Wmt-P was closest to 0.5.

6.4.3 IRRAS study at 20 °C: Verification of changes in monolayer absorbance as a function of immersion time.

To verify the EIS results obtained in the model case, at 20 °C, an IRRAS study was conducted, which was used to quantify the amount of MPA present on the surface of a Au coated glass slide with immersion time.

To enable the identification of MPA, the assignment of the observed vibrational mode (obtained via IRRAS) was determined by spectral comparison with Fourier Transform Infra Red (FTIR) spectra. A special sample containing a large amount of MPA was prepared by doping the surface of an Au-plated glass slide with 0.05 M solution of MPA in ethanol. The ethanol was allowed to evaporate leaving a large amount of MPA deposited on the surface. The amount of MPA on this sample was quantified using an Attenuated Total Reflectance (ATR) element to measure the FTIR spectrum.
IRRAS was then used to analyze deposition of MPA on to the Au surfaces of the immersed samples used to monitor the self assembly process for the monolayer at 20 °C. The IRRAS spectrum exhibited a weak but apparent mode (1717-1750 (acids) C=O (H-bonded)) that revealed the composition of MPA monolayer on the Au surface as shown in Figure 6.9. The spectra response is much weaker than the doped sample because much less MPA is present on the surface for the immersion sample. The results indicate that a complete monolayer had formed after an immersion time of 15 min. However, due to low signal strength, it was difficult to determine the formation of standing up structure between an immersion time of 15 min and 16 hrs.

The IRRAS data (shown in Figure 6.9) and the EIS measurements (shown in Figure 6.4 at 20 °C) differ in that the immersion time required to achieve saturation of the electrode surface is much faster, occurring after an immersion time of 5 min with EIS. This can be attributed to a greater degree of contamination of the IRRAS substrate surface than with the EIS working electrode after cleaning. A gentler cleaning regime was employed to clean the IRRAS substrates to avoid damaging them. As a result, IRRAS substrate MPA immobilization kinetics were hampered as collisions with the Au surface not only had to have enough energy to bind with the substrate surface, but also displace the remaining surface contaminants.

The IRRAS C=O peak exhibits a shift in wavenumber in comparison to the C=O peak yielded from the FTIR, thereby demonstrating that the MPA forms ordered structures when incubated in ethanol solution at 20 °C and that MPA molecules are merely
deposited in random orientations when MPA-ethanol solutions are simply doped onto the Au surface and left to evaporate.

**Figure 6.9:** IRRAS spectra of MPA monolayers immobilized at 5 min, 15 min and 16 hrs. The spectrum shows a weak but apparent mode (1717-1750 (acids) C=O (H-bonded)), [see region of interest] that revealed the composition of MPA monolayer.
6.5 Modelling the results.

6.5.1 Development of a new model.

The experimental data suggest that the mechanism for layer formation involves the formation of two distinct structures on the surface and that these structures are formed sequentially. Kisliuk and/or Langmuir models can be used to model initial growth of the first structure on the substrate because the adsorption rate is dictated by the availability of binding sites. The number of possible binding sites for MPA occupying the first structure is solely a function of the number of MPA molecules bound to the Au surface.

Modelling the formation of the second structure is more complicated as formation of the first structure on the substrate surface is a prerequisite to the formation of the second structure. The complexity increases for temperatures above $T_C$ where the second structure starts to form in small patches of structure one (See Figure 6.10) deposited on the surface before a complete monolayer of the first structure is established. The number of possible binding sites for the second structure is dependent on two factors: Factor 1 is the availability of binding sites, which initially increase with immersion time, as area of MPA occupying the first structure on the substrate surface also increases with immersion time as the monolayer grows. Factor 2, as structure 2 forms structure 1 is consumed and eventually the rate of formation of structure 2 exceeds structure 1 and the number of available binding sites for structure 2 formation decrease, as indicated in Figure 6.10.

![Figure 6.10](image)

**Figure 6.10:** Area A: bare Au working electrode substrate surface available for binding to MPA to form the first Au-MPA structure; Area B: the area occupied by the first MPA-Au structure which is available for binding to more MPA in solution, causing the formation of the second structure; Area C: the coverage of second structure, on which no further adsorption or reordering takes place.
6.5.2 Results of fitting the model to the measured data.

The model has been fitted to the experimental data to obtain the PTCS-Kisliuk parameters for each temperature set using the least squares objective function defined in equation (3.46).

The objective function was minimized using the Newton method contained within Microsoft Solver routine and the fitted parameter set as $R_1'$, $R_2'$, $k_{E1}$ and $k_{E2}$. The fitted parameters and the goodness of fit to the experimental data are shown in Table 6.2 for each temperature data set.

Table 6.2: The proposed model constant values used to model the experimental EIS data at different immersion temperatures and the fit that the model function provided to this data.

<table>
<thead>
<tr>
<th>Adsorption temperature (C)</th>
<th>$\varphi_1$</th>
<th>$k_{E1}$</th>
<th>$R_1'$</th>
<th>$\varphi_2$</th>
<th>$k_{E2}$</th>
<th>$R_2'$</th>
<th>Chi squared test ($\chi^2$)</th>
<th>$\chi^2$</th>
<th>No of data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.30</td>
<td>0</td>
<td>2500</td>
<td>0.60</td>
<td>0</td>
<td>0.5</td>
<td>0.04674</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.25</td>
<td>0.60</td>
<td>2000</td>
<td>1.00</td>
<td>0</td>
<td>0.7</td>
<td>0.09681</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.20</td>
<td>0.60</td>
<td>2000</td>
<td>0.48</td>
<td>0.5</td>
<td>0.7</td>
<td>0.01496</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.79</td>
<td>0.64</td>
<td>362.2</td>
<td>0.13</td>
<td>0.7</td>
<td>0.8</td>
<td>0.5944</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.45</td>
<td>1500</td>
<td>0.29</td>
<td>0.3</td>
<td>0.3</td>
<td>0.01209</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

Rate of adsorption of the first structure shows a positive correlation with temperature, which is in accordance to the principles of the Kisliuk model and is revealed by the trend in the variable $R'_1$ between temperatures of 20 °C and 40 °C. Increased dissociation with increased temperature influences the formation of the second structure, between immersion temperatures of 20 °C and 40 °C. This causes the rate constant determining $R'_2$ to decrease (Dannenberger et al, 1999) with increased temperature. Moreover, it can be seen that the presence of the first structure of MPA
significantly reduces rate of binding in each case, which is shown in the constant \( R'_2 \) being significantly smaller than \( R'_1 \) (See Table 6.2).

For 25 °C to 40 °C the values of both \( k_{E1} \) and \( k_{E2} \) decrease with increased temperature. This is as expected, the MPA molecules possess increased enthalpy at high temperatures reducing the significance of molecular interactions which cause \( \Theta_1(t) \) and \( \Theta_2(t) \) to deviate from the Kisliuk adsorption model. Indeed the zero values returned for the 40 °C suggest that above this temperature adsorption follows Langmuir adsorption model behaviour.

For the 4 °C data, values of \( R'_1 \), \( R'_3 \), \( k_{E1} \) and \( k_{E2} \) do not follow the trends observed for the model curves seen to occur between 20 °C and 40 °C. The adsorption kinetics are different to those observed from 20 °C to 40 °C because decreased solubility of MPA starts to affect the adsorption.

The fitted isotherm models calculated by application of equation (6.8) are displayed with the normalized experimental impedance data in Figure 6.4. The error between the normalized experimental data and the values predicted by the proposed model at 4 °C are shown in Table 6.3. It can be seen from Table 6.2 that a good fit is obtained using the model over all adsorption temperatures investigated, as every temperature dataset provided a \( \chi^2 \) value significantly less than the number of data points obtained at a particular temperature. The majority of the data is scattered randomly about the model curves and can be attributed to microscopic surface irregularities, brought about during cleaning of the surface. In the typical distribution of error shown in Table 6.3, there is no trend between the amount of error observed and immersion period.

Data provided by Himmelhaus et. al. (2000) showed that vibration mode intensity data yielded by docosanethiol growth on gold displays a similar shaped curve to the adsorption curve displayed for MPA on Au at 20 °C, shown in Figure 6.4. Therefore, it is reasonable to conclude that the modelling equation may also be applicable to other SAM systems. However, it must be noted that, as the nature of the molecular interactions are different, the equation constants will be a function of the molecular interactions specific to the SAM system under consideration.
Table 6.3. Error between the values predicted by the proposed model and the experimental data at a temperature of 4°C

<table>
<thead>
<tr>
<th>Immersion period (h)</th>
<th>Normalized Impedance</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted by proposed model</td>
<td>Experimental data</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.001389</td>
<td>0.119346</td>
<td>0.135058</td>
</tr>
<tr>
<td>0.004167</td>
<td>0.190869</td>
<td>0.170344</td>
</tr>
<tr>
<td>0.016667</td>
<td>0.200242</td>
<td>0.203731</td>
</tr>
<tr>
<td>0.166667</td>
<td>0.202400</td>
<td>0.237921</td>
</tr>
<tr>
<td>0.333333</td>
<td>0.204755</td>
<td>0.210885</td>
</tr>
<tr>
<td>2</td>
<td>0.225783</td>
<td>0.226506</td>
</tr>
<tr>
<td>8</td>
<td>0.269349</td>
<td>0.279999</td>
</tr>
<tr>
<td>12</td>
<td>0.280808</td>
<td>0.264786</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>5.933547</td>
</tr>
</tbody>
</table>
6.6 Summary

The stages of MPA self assembled monolayer growth on a Au working electrode have been characterized and quantified using Electrochemical Impedance Spectroscopy (EIS) at temperatures ranging from 4 °C to 40 °C. Infra-red reflection absorption spectroscopy (IRRAS) was used to confirm EIS data at an immersion temperature of 20 °C.

Changes in the resistance and capacitance of the monolayer over immersion time allowed the recognition of two distinct structures in monolayer self assembly. Initially, MPA occupying the lying down configuration was formed and evolved into a structure consisting of MPA in the standing up configuration. Both structures displayed an increase in disorder with increased immersion temperature above 20 °C. Also, a disordered structure at an immersion temperature of 4 °C was displayed as a result of decreased solubility of MPA in ethanol. This allowed the elucidation of a new monolayer model, which was applied to model normalized impedance data and allowed the deduction of the optimum immersion time for formation of complete MPA lying down structure and standing up structure.

The model was found to provide a good fit to all experimental data and it is thought that the new model is suitable for the purposes of modelling the different phases of monolayer growth, as measured via EIS. This allowed the optimum SAM immersion time to be deduced, which was 12 hrs, at the optimum formation temperature of 22 °C.

It is also expected that this model could simulate many systems which form two sequential structures that exhibit different properties. It is believed that the equation could become instrumental in the optimisation process of carboxylic acid activation with EDC and NHS. Firstly, O-acylisourea intermediate forms as a result of a reaction between EDC and a carboxylic group before an NHS-ester is formed from O-acylisourea and NHS in a nucleophilic substitution reaction.
Chapter 7: Activation of the MPA monolayer using EDC and NHS

7.1 Introduction
The next stage to be considered is activation of the MPA monolayer. Activation is required to increase the reactivity of the MPA monolayer. An intermediate is added to the carboxylic acid layer to catalyse the attachment of organic molecules to the carboxylic surface by reducing the activation energy required. The most common method of activation, uses 1-Ethyl-3-(3-dimethylaminopropyl)-carbodiimide (EDC) and N-hydroxysuccinimide (NHS), (Harmanson, 2008). The activation kinetics of the EDC/NHS have been studied extensively at the molecular level, but little attention has been paid bulk activation kinetics where carboxyl groups are activated over a large planar surface. This study will aim to address this deficiency and propose mathematical models to facilitate the optimization of said process.

7.2 Background
Many studies have been conducted to the investigate activation chemistry of carboxylic acid groups. The most notable of these investigations are spectroscopy based and are featured in a report by Sam et al (2010) and Harmanson (2008).

These studies revealed the forward reaction chemistry and any undesirable by-product reactions. In turn they have led to the sequential theory for the mechanism of the activation process described below
7.2.1 Mechanism for Carboxylic Acid Activation using EDC/NHS

An example of the reactions constituting carboxylic activation can be seen in Figure 7.1.

**Figure 7.1:** Activation reaction stages showing sequential formation of O-acylisourea from EDC and an MPA carboxyl group (A), NHS-ester formation from O-acylisourea and NHS (B), a ligand (for example: biotin) binding to the activated carboxyl group (C) and the final carboxyl-ligand structure (D).

The full mechanism for attaching the organic molecule of interest can be described as a series of steps beginning with EDC ($C_8H_{17}N_3$) and the carboxylic acid group ($RCOOH$), (see equation (7.1)). The EDC is chemisorbed to the surface to activate the carboxylic acid group. It forms an active $O$-acylisourea (OA) intermediate that can be coupled to an amino group (see Figure 7.1A) (Damink et al, 1996). The activation is undertaken in the presence of water where the $O$-acylisourea is prone to exothermic hydrolysis (Janolino and Swaisgood, 1982) with water to form an isourea derivative and can desorb back into solution (equation (7.2)). In the case of EDC, this derivative is 1-Ethyl-3-(3-dimethylaminopropyl)-isourea ($C_8H_{19}N_3O$).

The instability of the $O$-acylisourea-carboxylic acid structure necessitates a second step (see Figure 7.1B) where NHS-ester (NHSE) is formed from NHS ($C_4H_5NO_3$). (See equation (7.3)). NHS-ester formation involves a substitution reaction where the EDC is displaced back in to the bulk solution by NHS to form the NHS-ester (in this case N-succinimidyl 3-mercaptopropionate) (Li et al, 1996, Collinson et al, 1992, Staros et al, 1986, Chow et al, 2005, Caruso et al, 1997, Frey and Corn, 1996). The NHS-ester could hydrolyse (Chamberlin et al, 2002) exothermically but this reaction
would take place at a much slower rate than that for O-acylisourea (see equation 7.4). When a complete NHS-ester layer has formed, the EDC/NHS solution is removed.

The final stage is the actual attachment of the desired organic molecule (see Figure 7.1D, where the molecule bound by its amino group is biotin). This process involves a second substitution reaction where amino groups on the molecules (biotin) form covalent links to the activated carboxylic acid group and displace the NHS into the solution.

The reactions of interest can be summarized as follows:

\[
C_8H_{17}N_3 + RCOOH \rightarrow OA \quad (7.1)
\]

\[
OA + H_2O \rightarrow C_8H_{19}N_3O + RCOOH \quad (7.2)
\]

\[
C_4H_5NO_3 + OA \rightarrow NHSE + H_2O \quad (7.3)
\]

\[
NHSE + H_2O \rightarrow RCOOH + C_4H_5NO_3 \quad (7.4)
\]

These four reactions are competing and it is desirable to optimize conditions to favour the production of a complete NHS-ester layer as quickly as possible. The hydrolysis reactions are known to depend on temperature, pH and buffer composition (Jang and Keng, 2008, Wissink et al, 2001). Hence, EDC and NHS coupling reagents are commonly mixed into a single solution and buffered to within a pH range of 4.5 to 7.5 (Sehgal and Vijay, 1994). These conditions promote reaction between NHS and O-acylisourea intermediate to form NHS-ester as quickly as possible after the intermediate structure is formed. A low concentration of O-acylisourea is maintained on the surface to minimize hydrolysis of the EDC.
7.2.2 Limitations of the spectroscopic studies

Though very useful the spectroscopic studies carried out to date only give a very small snapshot of what is happening on the surface during activation, and it is believed to be impractical to image the entire surface via spectroscopy, Sam et al (2010). When considering the processes as a whole it would also be useful to look at bulk properties of the surface where macro effects on the scale of 0.1 mm$^2$ or above could give further insight into the physical processes involved in layer formation.

7.3 Experimental work

The experimental work carried out was designed to answer two questions:

1) Are macroscopic changes in structure of the surface characteristics observed during the EDC-NHS activation process and what do these changes tell us about the structure of the surface?

2) How are the structures of the observed EDC-NHS layers changed by immersion time and temperature?

7.3.1 Investigation of structures present on the surface of the substrate during EDC/NHS activation

Three types of experiment were carried out to determine what structures were present on the surface during activation measurements. A quick simple test using contact angle measurements was used to give the first indication of different structures. FTIR spectra and topological reflectance profiles were used to try to size the observed effects and identify the structures present. Fluorescence spectroscopy was used to look at the complete surface after tagging with fluorescent markers to identify different structures and their distribution.

These experiments share a common method of preparation of the activated layer and will be treated together. The experiments were carried out on glass slides individually coated with gold. The slides were individually cleaned, then coated with MPA before being treated with EDC-NHS to produce the desired activated layers.
7.3.1.1 Experimental procedures for preparation of MPA layers on glass slides

The glass slides were prepared and coated with MPA following the procedures set out in Chapter 6 Sections (6.3.2 and 6.3.3). The slides were coated in MPA solution at 22 °C for 12 h. These conditions were chosen as the optimum conditions for forming the most homogeneous layer of MPA as proven in Chapter 6. Once coated the MPA modified slides were then rinsed in ethanol to remove non-chemisorbed MPA molecules.

7.3.1.2 EDC/NHS activation procedure

The MPA coated slides were thoroughly rinsed in DI water before being immersed in a solution consisting of EDC (Fluka) and NHS (Sigma) with relative concentrations of 0.5mg/ml and 5mg/ml in 0.1M PBS solution (pH=7.4). The activated slides were then rinsed in DI water to remove NHS and EDC molecules which were not covalently bound to the surface. Contact angle measurement analysis was then performed on the slides. Contact angle measurements were made using a DSA 100, drop shape apparatus (Krüss GmbH.) with a TIC camera (25 fps with high performance frame grabber, Krüss GmbH). The contact angle was used to characterize the relative hydrophilicity or hydrophobicity of the activated surface at room temperature (22 °C).

Additional processing was required to prepare the slides by labelling the activated layer for the FTIR profiling and fluorescent measurements.

7.3.1.3 Bovine Serum Albumin (BSA) labelling for FTIR measurements

FTIR profiling requires a sufficient difference in layer depth between the structure on the surface of the substrate and the substrate surface. The monolayers of O-acylisourea intermediate and NHS-ester do not show sufficient layer thickness difference from the original MPA monolayer for the instrument to detect the separate structures. Therefore the activated layer was labelled with Bovine serum albumin (BSA) to provide sufficient contrast in layer depth to allow detection by the FTIR microscope. The BSA also served to stabilise the activated area by preventing hydrolysis of the activated sites during the lengthy profiling process.
The slide was immersed in BSA solution for 0.5 hrs to saturate all activated carboxylic acid sites. The slide was then rinsed in DI water and immersed in PBS solution for 1 hr to desorb non-covalently bound BSA prior to FTIR profiling.

FTIR spectra and topological reflectance profiles were measured using a Nicolet Continuum XL FT-IR microscope (Nicolet). The spectrum for BSA powder was obtained using a Nicolet 5700 FTIR (Nicolet). These measurements were used to confirm that the islands that formed across the surface during activation consisted of either O-acylisourea or NHS-ester, as these molecules alone were labelled with BSA during the BSA labelling stage.

7.3.1.4  BSA labelled FITC for fluorescence measurements
To make fluoresence measurements of the surface coverage of the different structures at different times it was necessary to attached fluorescent molecules to the areas covered by EDC/NHS molecules. This labelling allows the areas of the substrate that were activated with EDC and NHS to fluoresce when excited by monochromatic light. Therefore activated slides were immersed in BSA labelled FITC for 3 hrs to saturate all activated carboxylic acid sites. The slides were then rinsed in DI water and immersed in PBS solution for 1 hr to desorb non-covalently bound BSA prior to fluorescence microscope measurement. Images of fluorescing BSA labelled FITC on the substrate were recorded using an Eclipse TE2000-U microscope (Nikon), whilst the substrate was being excited by light with a wavelength of 494 nm.

7.3.2  Detailed investigation of activated surface for variations in temperature and time of immersion
To address the second aim of this chapter i.e. “How are the structures of the observed EDC-NHS layers changed by immersion time and temperature?” It was necessary to carry out a more sophisticated analysis of the growth rates and quantify the amounts of different structures on the substrate at a given time. It was decided to use impedance spectroscopy as a quick means of determining the bulk properties of the surface at any time t. Three structures are expected to be present on the surface at any time t: the first will be the original mono layer of MPA; the second will be a areas of O-acylisourea created by EDC attaching to the carboxylic groups of the MPA; the final structure will be NHS–ester where molecules of NHS have displaced the EDC from the surface. The impedance is known to depend on the type of structure on the
surface hence the change in impedance can be used to infer the relative change in the quantity of a particular structure on the surface.

7.3.2.1 Electrochemical Impedance Spectroscopy (EIS) and Cyclic Voltammetry (CV) measurements

Each measurement was performed in triplicate using a conventional three electrode system with an Autolab potentiostat/galvanostat in conjunction with Frequency Response Analyser (FRA) for EIS measurements and General Purpose Electrochemical System (GPES) software (Eco Chemie B.V.) for CV measurements. The Ag/AgCl reference electrode, platinum wire counter electrode and Au working electrode (MF-2014) were all purchased from BASi instruments Inc and all electrochemical measurements were performed in PBS buffer solution.

The working electrodes were prepared in accordance with the procedures set out in Chapter 6 to produce a MPA coated electrode. The MPA layer itself was produced by immersing the cleaned electrodes in MPA solution at 21 °C for 12 h. These conditions were used because they have been shown to be the optimal conditions to produce the most homogenous layer of MPA on electrodes (see Chapter 5). The working electrodes were subsequently ultrasonicated for 2 min 30 s in ethanol, to remove non-chemisorbed MPA molecules prior to EIS measurement. The EDC/NHS activation was carried out by first rinsing in DI water before immersing the electrodes in EDC/NHS solution for different periods of time and different temperatures. Activated working electrodes were then rinsed in PBS to remove NHS and EDC molecules which were not covalently bound to the surface prior to EIS measurements.

The EIS, measurements themselves were carried out by applying a 0.1 mV amplitude sine wave to the working electrode in the tested frequency range of 0.1 Hz to 1 MHz. The working electrode was polarized at a potential of +0.25V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrode had been cleaned, after it had been immersed in MPA solution and after EDC/NHS solution immersion. Stable complex impedance plots indicated that an undetectable amount of hydrolysis occurred during EIS measurements.
7.4 Results and Discussion

7.4.1 Contact angle measurements

MPA, O-acylisoureia and NHS-ester all have a different hydrophobicity and will therefore exhibit different characteristic contact angles. Measuring the contact angle of a water droplet with the substrates is therefore a crude, simple test to see if a substantial area of given substance at a given time is present (>0.1mm$^2$) on the surface. However if successful it should give proof that different structures are forming on the surface in significant quantities and a guide to the relative times of formation of the different structures.

Figure 7.2, displays a sequence of distilled water droplets on the surface of the sample (approximately 2 mm in diameter) at 22 °C after different immersion times of 0 hrs, 0.167 hrs, 0.667 hrs and 2.5 hrs. The contact angles were then measured and recorded in Table 7.1

![Figure 7.2](image)

Figure 7.2: The contact angle that double distilled water forms with an MPA surface modified with EDC and NHS at an EDC/NHS solution immersion time of: A, 0 hrs; B, 0.167 hrs; C, 0.667 hrs and D, 2.5 hrs
The sequence of measurements shows the formation of two distinct structures over the sample surface. Figure 7.2A shows a droplet of water on a layer of MPA not treated in EDC/NHS. The measured contact angle is 53° and consistent with the known low hydrophobicity of the MPA layer (Zhou and Walker, 2006).

**Table 7.1:** Measured contact angle of a double distilled water drop on an EDC/NHS modified MPA surface.

<table>
<thead>
<tr>
<th>Immersion time (hours)</th>
<th>Contact angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>53</td>
</tr>
<tr>
<td>0.167 (10 min)</td>
<td>Left: 59 Right: 53</td>
</tr>
<tr>
<td>0.667 (40 min)</td>
<td>62</td>
</tr>
<tr>
<td>2.5</td>
<td>39</td>
</tr>
</tbody>
</table>

Figure 7.2B is perhaps the most interesting of the results. The contact angle on the left hand side is 59° and is much greater than that on the right hand side of 53°. By serendipity it appears the droplet had formed across the island boundary of two separate substantial monolayers. The 53° angle seems to correspond with that measured for a layer of MPA in Figure 6.2A, the 59° is within the margin of error for the measurement made for O-acylisourea in Figure 6.2C of 62°. The presence of a large area of O-acylisourea and one of MPA implies that adsorption/reaction of the EDC with the surface is influenced by the presence of EDC molecules already on the surface. This is commensurate with other adsorption studies conducted into similar sized molecules in the field of self assembled monolayers (Dannenberger et al, 1999), (Henderson et al, 2009).

Figure 7.2C shows the droplet on the surface after 40 minutes of immersion in EDC/NHS solution. The contact angle has increased to 62°. This rise is commensurate with the increase in hydrophobicity due to the formation of a large amount of O-acylisourea in a continuous layer on the substrate surface.
Figure 7.2D shows the droplet on the surface after 2.5 hours of immersion in EDC/NHS solution. The contact angle has dropped to 39° and indicates the presence of a large area of a third structure on the surface this is most probably NHS-ester, the most hydrophilic layer of the three monolayers formed.

7.4.2 FTIR microscope profiling.

The contact angle measurements are crude and difficult to repeat therefore to verify the contact angle measurement findings, an FTIR microscope was used to profile another surface modified with MPA, this time activated for 30 min.

Figure 7.3 represents the FTIR analysis of BSA powder. Peaks occurring around the 1500-1800 cm\(^{-1}\) region correspond to the BSA primary and secondary amine groups. These peaks were found to effectively distinguish BSA from the other components on the surface. Hence, the IR reflectance topological profile for a wavenumber of 1644 cm\(^{-1}\) was chosen for analysis.

![Figure 7.3: The FTIR reflectance profile of BSA powder showing peaks occurring in the range of 1500-1800 cm\(^{-1}\), corresponding to the BSA primary and secondary amine groups.](image)

Figure 7.4 is the resultant IR profile for this sample. It clearly shows the edge of an activated island that is at least 500 μm long that has been tagged with BSA. This
clearly demonstrates the existence of large islands of activated molecules (O-acylisourea or NHS-ester) across the surface of the substrate and confirms the contact angle measurement findings.

![IR profile of the surface the green layer indicates presence of the island boundary where blue indicates the surface of the activated layer covered in BSA and green the area of unactivated MPA. The 100 micron scale interval indicates the boundary must be long and thus the island of activated surface covers a substantial continuous area.]

**Figure 7.4:** IR profile of the surface the green layer indicates presence of the island boundary where blue indicates the surface of the activated layer covered in BSA and green the area of unactivated MPA. The 100 micron scale interval indicates the boundary must be long and thus the island of activated surface covers a substantial continuous area.

### 7.4.3 Fluorescent measurements

Three fluorescence measurements were carried out at 0 hrs, 30 minutes and 2.5 hrs immersion times in EDC/NHS solution. The zero hour sample resulted in a wholly black side indicating that the fluorescence markers do not tag areas of inactivated surface.

The results of the 30 minute sample are presented as three images of different parts of the treated surface in Figure 7.5.
Figure 7.5:  Shows fluorescent images for a slide immersed in EDC/NHS solution for 30 minutes. Each image represents a different area of the same substrate. Dark areas are known to show the location of unactivated MPA. The light grey areas are thought to show location of O-acylisourea and the intense white areas are thought to show the location of NHS-ester.

Figure 7.5 shows a series of activated islands on a single substrate labelled with BSA labelled FITC. The unactivated MPA are shown as the dark areas of the substrate, which did not fluoresce as the unactivated groups were incapable of covalently binding with the BSA-FITC fluorophore.

The light grey islands outline the position of O-acylisourea prior to labelling and it is thought that the white areas correspond to the position of NHS-ester prior to labelling.
The contrast in colours between these two different types of activated site indicates that BSA-FITC is more concentrated over molecules activated with NHS-ester than with molecules activated with O-acylisourea. It is interesting to note that the bright white spots are surrounded by the lighter grey areas confirming that NHS only grows on substantial areas of O-acylisourea. This confirms that the two layers grow sequentially.

![Figure 7.6: Fluorescent images for a slide immersed in EDC/NHS solution for 2.5 hours.](image)

The final image in the sequence was made for an immersion time in EDC-NHS solution of 2.5 hours (See Figure 7.6). The sensitivity of the instrument was reduced to compensate for the high concentration of fluorescent molecules on the surface hence the surface appears grey instead of brilliant white. The even coloration of the slide indicates an even distribution of BSA-FITC across the surface which in turn indicates that on the macro scale the surface was evenly activated by NHS-ester.

These results taken as a whole seem to support the idea of different structures forming on the surface at different times and that species adsorbed on the surface influence the development of the surface through island growth.

### 7.4.4 Impedance measurements produced by EIS

Each activated sample was analyzed by EIS to produce a Nyquist impedance plot. The level of impedance is known to depend on the type of structure on the surface. Areas covered with MPA, O-acylisourea and/or NHS-ester monolayers formed under different conditions can thus display different impedance values. To eliminate the
effect of the MPA the results were normalized against the zero immersion time sample, coated in MPA alone. An example of these results is given as a plot of normalized impedance versus immersion time for the isotherm at 22 °C in Figure 7.7.

![Figure 7.7](image)

**Figure 7.7**: The normalized impedance –time plot for the 22 °C. Five different stages of layer growth (denoted by 1, 2, 3, 4 and 5 in bold) are suggested by the isotherm.

The impedance profile (Figure 7.7) displays an ordered trend, indicating that an insignificant amount of desorption of hydrolysed O-acylisourea molecules occurred during the actual EIS measurements. It can also be seen that there are five distinct stages of layer growth.

7.4.4.1 Stage 1

In stage 1 there is a slow increase in the normalized impedance, indicating that almost all layer formation is that of O-acylisourea and occurs through random adsorption of EDC molecules. This adsorption occurs at locations that are sufficiently remote from each other, that the molecular interactions between EDC and O-acylisourea on the surface do not affect the rate of new O-acylisourea layer formation. Such behaviour has also been observed in adsorption studies carried with similar sized SAM molecules (Dannenberger et al, 1999).

The term used to describe this process is “island seeding” (Dannenberger et al, 1999). As further O-acylisourea adsorption takes place the rate of impedance rise increases.
This is indicative of interactions between O-acylisourea present on the substrate and EDC molecules in solution. This interaction promotes O-acylisourea molecules to form adjacent to other O-acylisourea molecules already present on the surface and is commensurate with island formation kinetics reported for similar sized molecules (Dannenberger et al, 1999, Henderson et al, 2009). NHS-ester formation over this stage is minimal as there is very little O-acylisourea available on the modified substrate surface.

7.4.4.2 Stage 2

The effect of adsorption through O-acylisourea island growth becomes dominant in this stage of layer formation (See Figure 7.7). During adsorption via island growth, the additional EDC–O-acylisourea interactions promote rapid adsorption to the surface around the island fringes. As adsorption occurs, the size of the island increases as does island fringe itself. The size of the island fringe is the rate limiting factor in adsorption via island growth and an exponential rise in adsorption should be expected. However, NHS-ester formation on the surface during this stage is also more significant than in stage 1 because there is an increasing amount of O-acylisourea available for the substitution reaction to occur. As NHS-ester molecules displace EDC back in to solution they act to reduce impedance measured. An equilibrium condition arises between growth of the O-acylisourea islands and NHS-ester formation. This equilibrium is indicated by the near linear increase in impedance observed in this stage. The exact nature of the early stages of NHS-ester growth cannot be deduced from the data in Figure 7.7 as the impedance contribution from the more rapid O-acylisourea growth dominates.

7.4.4.3 Stage 3

During stage 3 the depletion of MPA sites restricts the rate of O-acylisourea formation. At the same time, the rate of NHS-ester growth increases as more O-acylisourea becomes available. The net result is a decrease in the rate of change of the impedance which eventually leads to the impedance maxima, where the impedance rise due to the formation of O-acylisourea is matched by the fall in impedance due to the formation of NHS ester. At the point of saturation O-acylisourea, it is expected that there is a large NHS-ester presence on the substrate.
surface. It should be noted that the peak impedance value in stage 3 (Figure 7.7) does not reflect the impedance value obtained from a layer comprising entirely of O-acylisourea.

### 7.4.4.4 Stage 4

In Stage 4, the impedance is observed to fall. This is indicative of a shift in the equilibrium between formation of NHS-ester and O-acylisourea. NHS-ester formation becomes the dominant mechanism. The rate of decrease of the impedance is initially slow but speeds up as the immersion time increases. This is indicative of the autocatalytic effect accompanying adsorption via NHS-ester island growth. The average rate of decrease of impedance over stage 4 is observed to be less than the average rate of impedance increase over stage 2. In stage 2, O-acylisourea formation is the dominant process which leads to the deduction that NHS-ester formation is a slower process than O-acylisourea formation and consistent with the extant literature (Glaser et al, 1999, Sam et al, 2010).

### 7.4.4.5 Stage 5

During stage 5 formation, impedance settles at a constant value indicative of NHS-ester saturation.

### 7.4.5 Temperature effects on the activation process

The impedance profile at 22°C is considered to represent the ‘ideal’ profile because it demonstrates an O-acylisourea peak at plateau 1 and has a stable final impedance, which corresponds to a high yield of NHS-ester being present in the final structure. Most of the other isotherms (see Figures 7.8 and 7.9) display profiles generally similar in shape to that described in Figure 7.7 and indicate the sequential formation of O-acylisourea followed by NHS-ester layers.

The shapes of the EIS adsorption profiles do show some deviations which appear to be temperature dependant, indicating that temperature has an effect on the rates of formation of the O-acylisourea and NHS-ester structures. These deviations can be attributed to the stoichiometric reactions described in equations (7.5), (7.6), (7.7) and (7.8), where MPA is C₃H₆O₂S, the O-acylisourea intermediate is C₁₁H₂₃N₃O₂S, the isourea derivative is C₉H₁₉N₃O and the NHS-ester (N-succinimidyl 3-mercaptopropionate) is C₇H₉NO₄S.
The exception is the 4°C isotherm this does not indicate the desired early peak of the other data sets and seems to suggest that two competing structures are not formed and that some of the reactions are suppressed at low temperatures.

\[
\text{C}_8\text{H}_{17}\text{N}_3 + \text{C}_3\text{H}_6\text{O}_2\text{S} \rightarrow \text{C}_{11}\text{H}_{23}\text{N}_3\text{O}_2\text{S}
\]

(7.5)

\[
\text{C}_{11}\text{H}_{23}\text{N}_3\text{O}_2\text{S} + \text{H}_2\text{O} \rightarrow \text{C}_8\text{H}_{19}\text{N}_3\text{O} + \text{C}_3\text{H}_6\text{O}_2\text{S}
\]

(7.6)

\[
\text{C}_4\text{H}_5\text{NO}_3 + \text{C}_{11}\text{H}_{23}\text{N}_3\text{O}_2\text{S} \rightarrow \text{C}_7\text{H}_9\text{NO}_4\text{S} + \text{C}_8\text{H}_{19}\text{N}_3\text{O}
\]

(7.7)

\[
\text{C}_7\text{H}_9\text{NO}_4\text{S} + \text{H}_2\text{O} \rightarrow \text{C}_3\text{H}_6\text{O}_2\text{S} + \text{C}_4\text{H}_5\text{NO}_3
\]

(7.8)

**Figure 7.8:** Normalised raw EIS data at temperatures less than the Gyepi-Garbrah critical temperature (Tc) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer, discrete points show the actual experimental data. The lines show the calculated impedance from the fitted Henderson-Kisliuk model.
Figure 7.9: Raw EIS data at temperatures at temperatures greater than the Gyepi-Garbrah critical temperature \( T_c \) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer. The isotherm at 22 °C is also included for comparison. The discrete points show the actual experimental data. The lines show the calculated impedance from the fitted Henderson-Kisliuk model.

7.5 Modelling the activation process through the impedance isotherms

7.5.1 Background

The experimental data suggests that the EDC/NHS activation process takes place in two stages, is influenced by the presence of adsorbed species on the surface and that two different structures form sequentially on the surface of the substrate. This is supported by the work of Gooding and Hibbert, (1999). It is also surmised that the activation takes place as the result of a number of competing reactions. This cannot be modelled by classic adsorption isotherms (e.g. Langmuir, Random Sequential Adsorption model and Kisliuk) alone. Therefore, a model is needed that can overcome the limitations of the existing models.

One way forward has been used previously in chapter 6 to model the adsorption of MPA onto gold (See section 6.5). In summary the PTCS model was developed by combining an adsorption model such as Langmuir or Kisliuk with a mass balance to account for the relative amounts of different structures on the surface at any time \( t \). For this process a combination of PTCS with Kisliuk (See equation (7.9), PTCS–Kisliuk model) could be used to account for the different structures on the surface and
through the Kisliuk constants the influence of the adsorbed species on the adsorption rate.

\[
z_t = \frac{1 - e^{-R_1(1+k_{E1})t}}{1 + k_{E1}e^{-R_1(1+k_{E1})t}} \left[ \varphi_1 \left( 1 - \frac{1 - e^{-R_2(1+k_{E2})t}}{1 + k_{E2}e^{-R_2(1+k_{E2})t}} \right) + \varphi_2 \frac{1 - e^{-R_1(1+k_{E1})t}}{1 + k_{E2}e^{-R_1(1+k_{E1})t}} \right] (7.9)
\]

The PTCS–Kisliuk equates the measured normalized impedance response \( z_t \) to a number of fitted variables where: \( R_n' \) are the relative rate constants, \( k_{En} \) are the relative sticking coefficients and \( \varphi_n \), the signal weighting constants, Subscript n is equal to 1 or 2 (indicating a variable relating to one of two structures formed).

This model is nevertheless limited because it accounts for the influence of the adsorbed species on the process through the use of crude sticking factors. The sticking factors have little theoretical basis and are not solely dependent on the concentration of adsorbed species on the surface. Therefore, it is difficult to draw any conclusions about the relative rate of island growth versus random adsorption mechanisms for activation or the effects of competing processes from the fitted results.

To overcome these limitations and limitations of other extant adsorption models, the PTCS model was combined with the new adsorption model PIF described in chapter 3 to give the PTCS-PIF adsorption isotherm. The PTCS-PIF adsorption isotherm is stated in equation (7.10) and was created specifically to model the activation process in this chapter. Both the PTCS-Kisliuk and the PTCS-PIF models were fitted to the measured experimental data as the PTCS-Kisliuk gives a benchmark of the best current available model against which the new PTCS-PIF model can be rated.

\[
z_t = \frac{k_{R1} - k_{R1}e^{-(k_{R1}+k_{11})t}}{k_{R1} + k_{11}e^{-(k_{R1}+k_{11})t}} \left( \varphi_1 \left( 1 - \frac{k_{R2} - k_{R2}e^{-(k_{R2}+k_{12})t}}{k_{R2} + k_{12}e^{-(k_{R2}+k_{12})t}} \right) + \varphi_2 \frac{k_{R1} - k_{R2}e^{-(k_{R2}+k_{12})t}}{k_{R2} + k_{12}e^{-(k_{R2}+k_{12})t}} \right) (7.10)
\]

7.5.2. Results of fitting the PTCS-Kisliuk model to the isotherms

The objective function for the PTCS-Kisliuk model as defined in equation (3.46), was fitted to the experimental data, minimized using the Newton method contained within Microsoft Solver routine and the fitted parameters set as \( R_1' \), \( R_2' \), \( k_{E1} \) and \( k_{E2} \). The
fitted parameters and the goodness of fit to the experimental data are shown in Table A2.1 for each temperature data set.

The fitted parameters are shown below in Figure 7.10 as functions of temperature and the numerical values along with the statistical analysis of the results are recorded in Appendix 2 for the 27 °C isotherm. It can be seen that the model provides a good fit to the data obtained for each isotherm measured.
Figure 7.10: Graphs showing the trends exhibited by the fitted constants of the PTCS-Kisliuk model as a function of temperature. The approximate Gyepi-Garbrah Critical Temperature of the MPA is shown to illustrate how constants respond to transition at this temperature.
7.5.3 Results of fitting the PTCS-PIF model to the isotherms

The PTCS-PIF model was also fitted to the experimental data using the least squares method as defined by the objective function given as equation (3.47).

The fitted isotherm model is shown in Figure A2.1 and Figure A2.2. Fitted parameters are shown below in Figure 7.11 as functions of temperature and recorded with the statistical analysis of the goodness of fit for the 27 °C isotherm, in Appendix 2.
Figure 7.11: Graphs showing the trends exhibited by the fitted constants of the PTCS-PIF model as a function of temperature. The approximate Gyepi-Garbrah Critical Temperature of the MPA is shown to illustrate how constants respond to transition at this temperature.
7.5.4. Discussion of the fitted parameters for both adsorption models and the kinetic information that can be deduced from the fitted values

The results of the fitting exercise will be discussed as three subsets. The 4°C isotherm will be treated on its own because it displays a unique shape (See Figure 7.8). The second subset is formed by isotherms at or below the Gyepi-Garbrah temperature for the MPA layer. This is a natural break in the data where the properties of the underlying MPA are known to change and will influence the activation process. The final subset is formed by the isotherms measured above the Gyepi-Garbrah temperature.

7.5.4.1 Results for model fits of the 4°C isotherm.

The rate constant R₁ for the PTCS-Kisliuk model and the corresponding k₁ constant for the PTCS-PIF model are numerically large when compared with the fitted values at higher temperatures. This suggests that the dominant process at this temperature is the formation of O-acylisourea via random island seeding. This is consistent with extant kinetic knowledge, which states that O-acylisourea hydrolysis is low at low temperature (Hermanson, 2008). The random adsorption proceeds by the reaction given as equation (7.5) which is known to be exothermic (Chang and Douglas, 2007) and hence favoured at low temperatures. The competing hydrolysis reaction equation (7.6) is suppressed because the collision enthalpy of the species involved is insufficient for the hydrolysis reaction to occur. The recorded values of k_E₁ and k_I₁ are both zero suggesting the absorbed species have no affect on the rate of formation of O-acylisourea and that adsorption is totally random for this process.

Similar comments can be made about the substitution mechanism for the replacement of O-acylisourea with NHS-ester. However the PTCS-Kisliuk model R₂’ value for the 4 °C dataset is much smaller than the R₁’ and similarly the k₂ value is much smaller than the k₁ value for the PTCS-PIF model (see Figure 7.10 and Figure 7.11). Taken together these results indicate that NHS-ester forms at a much slower rate than O-acylisourea. The much slower rate of formation is attributed to the amount of activation energy required for the formation of each species. The activation energy required for formation of NHS-ester equation (7.7) is known to be much greater than that required for the formation of O-acylisourea equation (7.5) and the reaction to form NHS-ester is therefore suppressed at low temperatures (Glaser et al, 1999).
From the PTCS-PIF model a value of 0.792 s\(^{-1}\) mol\(^{-1}\) is recorded for \(k_{I2}\) indicating that a small amount of the NHS-ester is formed by island growth.

It can be concluded that the low temperature has suppressed layer formation by island growth and some of the exothermic reactions resulting in a process governed solely by random absorption to the surface. This is consistent with the Langmuir behaviour displayed by the 4 °C isotherm shown in Figure 7.8.

### 7.5.4.2 Immersion data collected between 4 °C and the Gyepi-Garbrah Critical Temperature

The fitted values of \(R_{1}'\) and \(k_{R1}\) are observed to decrease as the temperature rises (see figure 7.10 and figure 7.11) and indicate that the net rate of random formation of O-acylisourea decreases with temperature. The rate of random formation is known to increase with temperature therefore it is implied that the hydrolysis reaction of O-acylisourea (equation (7.6)) becomes more significant as temperature increases. This is as expected as the activation energy of this reaction is more easily attained as higher temperatures.

The fitted values of \(k'_{I1}\) increase with temperature and categorically indicate that the rate O-acylisourea formation is increasingly controlled by the rate of island growth in stage 2. This conclusion is supported by the equivalent Kisliuk parameter though not conclusively. Similar effects are observed for \(k_{E1}\) values from the PTCS- Kisliuk fit but the \(k_{E1}\) values are observed to increase at a much faster rate. \(k_{E1}\) increases at a faster rate because it depends on both island growth and random adsorption. Therefore though an increase \(k_{E1}\) suggests that island growth may influence O-acylisourea formation, it is impossible to determine from the Kisliuk parameter how much of the growth is due to island growth.

As the temperature rises the fitted values of \(R_{2}'\) and \(k_{R2}\) are observed to increase. These trends indicate that the formation of NHS-ester by random adsorption is favoured at higher temperatures. It should be noted that NHS-ester does not hydrolyse as readily as O-acylisourea (Huang et al, 2000) and although the rate of hydrolysis of
NHS-ester is also expected to increase with temperature it has little effect on the process up to 22°C.

The fitted values of $k'_{12}$ are observed to be significantly lower than $k'_{11}$. This indicates that the autocatalytic effect of adsorbed NHS-ester on the adsorption of more NHS-ester is insufficient to overcome the activation energy barrier needed for the reaction to proceed. The NHS-ester process is therefore reliant on random adsorption and as a consequence is much slower that the formation of O-acylisourea process. Further the $k'_{12}$ are observed to rise to a peak at 15°C and then fall back to lower values. This implies that the island growth process for NHS-ester is complex over this temperature range and that a number of competing effects may be influencing the process.

The fitted values of $\phi_2$ increases with temperature indicating the final yield of NHS-ester on the surface decreases with temperature up to the MPA Gyepi-Garbrah temperature

7.5.4.3 Immersion data collected above the MPA Gyepi-Garbrah critical temperature, at 25, 27 and 30 °C

The trends observed for the fitted parameters are observed to change markedly for these three data sets. This suggests that either the increase in temperature or the increase in the disorder in the adsorbed MPA monolayer or a combination of both are significantly affecting the activation process.

The results obtained from the fitted PTCS-PIF model are particularly useful when trying to discern if the temperature is the main factor affecting the activation process. The fitted values of $k_{R1}$ and $k_{R2}$ are observed to be an order of magnitude smaller than the values for $k_{11}$ and $k_{12}$. This indicates that the rates of formation of O-acylisourea and NHS-ester are dominated by island growth. Further the value of $k_{12}$ is seen to increase markedly above the Gyepi-Garbarh temperature. This suggests the activation energy barriers to formation of NHS-ester by island growth experienced at lower temperatures have been overcome. As a consequence the rate of formation of NHS-ester has increased to match that of O acylisourea. This is reflected in the values of $\phi_1$ which reduce markedly indicating the peak concentrations of O-acylisourea are
smaller and that the O-acylisourea is being consumed much more quickly by the NHS-ester reaction. Given that the $k_{I1}$ values remain approximately constant and the $k_{I2}$ values are seen to increase markedly it seems that the increased disorder in the underlying monolayer is having little effect on the activation process.

The final values of $\varphi_2$ have decreased above the Gyepi-Garbrah temperature and settled at a near constant value. This implies that a more homogeneous activation layer is achieved at a higher temperature as a consequence of layer formation by island growth which produces a more uniform structure. Further increases in temperature are unlikely to improve the activation as island growth already dominates.

### 7.6 Summary

EDC/NHS activation has been studied via Contact Angle measurement, FTIR profiling and fluorescent microscopy at 22 °C. These techniques suggested that activation of the carboxylic layer occurred by more than one process and that the presence of macroscopic islands (>100 micron diameter) of activated surface indicated that the presence of adsorbed activation species on the surface influenced the adsorption processes.

The activation process was then studied in more detail using EIS to look at the bulk properties of the activated layer during activation and the influence of temperature. A systematic study of the activation process was carried out by measuring seven different isotherms from 4 °C to 30 °C. The measurements clearly confirmed that the activation process proceeded in two stages and that two structures could be present on the surface. They also suggested that the relative rates of growth of the structures could be controlled by manipulation of the temperature to optimize the activated layer.

Determination of the optimum conditions for activation required an understanding of the kinetics and mechanisms of the processes taking place. To acquire this knowledge a new mathematical model (PTCS-PIF) that accounts for the individual contributions.
to activation by both random and island growth processes and the effects of surface coverage by two sequential structures was developed.

The experimental data was fitted with the PTCS-PIF adsorption model and PTCS-Kisliuk model to check that the new model was at least as good as the extant methods. Both models were shown to give similar fits easily within the uncertainty of the measured experimental data.

Changes in the dielectric properties of the monolayer undergoing activation and deductions from the models allowed the following deductions to be made:

1) At very low temperatures (less than 4 °C) adsorption of both EDC and NHS is mainly by random adsorption.

2) At temperatures between 4°C and the Gyepi-Garbrah temperature for the MPA (~24 °C) EDC adsorption is controlled by island growth and NHS is a much slower process controlled by random adsorption.

3) At temperatures above the Gyepi-Garbrah temperature for the MPA both adsorption processes are controlled by island growth.

4) A more uniform activation is achieved by island growth therefore the optimum conditions for activation are at or above the Gyepi-Garbrah temperature for the MPA formation.
Chapter 8:- Modelling and optimising the adsorption of Streptavidin on an activated MPA monolayer

8.1 Introduction

The next step in the biosensor’s construction is to attach a monolayer consisting of a molecule that is capable of binding exclusively to biotin with a high affinity. This molecule is attached directly to the activated MPA layer and is a critical component in immobilising biotinylated antibody to the surface of a biosensor via the conjugate molecule’s biotin head group.

Two molecules commonly used to bind with biotin are Avidin and Streptavidin protein macromolecules. In spite of the fact that the interactions between Avidin or Streptavidin and biotin are non-covalent, a very strong avidity exists between Avidin or Streptavidin and biotin, where the dissociation constant between the compounds is approximately 1 fM (Hytönen et al, 2005). Hence, biolayer durability is not compromised by employing the Avidin/Streptavidin and biotin method of coupling over direct coupling of the antibody to the modified mercaptocarboxylic acid. Indeed, the Streptavidin-biotin interaction will result in increased monolayer stability, sensitivity and allow the biosensors to be stored for months without loss of signal reproducibility (Diaz-Gonzalez et al, 2005).

A Streptavidin layer was therefore thought to be the best choice for the next stage of sensor construction. Avidin was ruled out for this stage because it facilitates the hydrolysis of the covalent bond linking Biotin to Biotinylated IgG, the next stage of the process.

Streptavidin growth rates for the formation of this monolayer are known to be dependent on experimental conditions such as pH, temperature, Streptavidin solution concentration, ionic strength and maybe most importantly immersion time. This process has been widely used to improve sensor sensitivity but each extant study uses an arbitrary immersion time based on practical experience (Cui et al, 2003, Ding et al, 2005, Sugawara et al, 2002). This implies that a systematic study of this process is required to look at the dependence of the layer growth rate on immersion time. This chapter addresses this deficiency and attempts to model the results. The developed
model allows the optimum immersion time to be fixed and provides a way forward for future modelling of like systems.

8.2 Experimental work

A series of two independent sets of measurements were carried out to investigate the dependence of the formation mechanism for the Streptavidin layer on time of immersion. All measurements were carried out at a constant temperature of 21 °C.

The principle measurements were made using Electrochemical Impedance Spectroscopy (EIS) and the back-up measurements were made using Atomic Force Microscopy (AFM).

8.2.1 AFM measurements

Qualitative assessment of the streptavidin layer was carried out using Atomic Force Microscopy (AFM). The studies were carried out on a pair of borosilicate glass slides coated with Au(111). The glass slides were cleaned by immersion in piranha solution, 75 % v/v H₂SO₄ (Fluka) and 25 % v/v H₂O₂ (Fisher Scientific), before being rinsed firstly in DI water and then subsequently in ethanol, to remove inorganic and organic contaminants from the slides prior to MPA immobilization. An activated MPA layer was attached to the glass slides in accordance with the procedures outlined in Chapters 6 and 7. One of the slides was subsequently immersed in Streptavidin solution for 2h to produce the Streptavidin layer. Streptavidin (Prozyme) was provided by Immunodiagnostic systems Ltd (IDS Ltd.) and diluted to a concentration of 1.5mg/ml in (PBS, pH=7.4) to provide the required coating solution. Both modified gold coated glass slides were then stored in PBS solution, whilst awaiting measurement, before they were rinsed in purified water (15MΩ) and dried using an air gun. The surfaces of both samples were then profiled using a Nano-R™AFM (Pacific nanotechnology, Santa Clara, CA) in close contact mode in air.
8.2.2 Electrochemical measurements

The quantitative measurements were made using Electrochemical Impedance Spectroscopy (EIS). The measurements were made using a conventional three electrode arrangement. Each of the three electrodes was prepared in accordance with the cleaning procedures described in Chapter 5 and coated with an activated MPA layer in accordance with the procedures specified in Chapters 6 and 7. Following the SAM activation procedure the working electrodes were thoroughly rinsed in DI water and immersed in Streptavidin solution for different time periods. After the set time period for a given electrode had elapsed it was removed from the coating solution and thoroughly rinsed to remove Streptavidin molecules not covalently bound to the surface.

Each immersion period test was performed in triplicate with an Autolab potentiostat/galvanostat in conjunction with Frequency Response Analyser (FRA) and General Purpose Electrochemical System (GPES) software (Eco Chemie B.V.), for EIS and Cyclic Voltammetry (CV) measurements respectively. The Ag/AgCl reference electrode, platinum wire counter electrode and gold working electrode (MF-2014) were all purchased from BASi instruments Inc and all electrochemical measurements were performed in PBS buffer solution.

For EIS, a 0.1mV amplitude sine wave was applied to the working electrode in the tested frequency range of 0.1Hz to 1MHz. The working electrode was polarized at a potential of +0.25V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrode had been cleaned, after it had been immersed in EDC/NHS solution and after Streptavidin immersion.
8.3 Results

8.3.1 AFM characterisation of the Streptavidin monolayer.

Figure 8.1(A) shows the surface after immersion in Streptavidin for two hours. The surface is observed to consist of a series of small rounded peaks which are 5 nm in height. When compared with the untreated surface (shown in Figure 8.1(B)) the height of these peaks corresponds to the size of Streptavidin molecules determined in previous AFM studies (Neish et al, 2002) and is indicative that a Streptavidin monolayer was formed over the surface of the substrate.

Each of the rounded peaks has a diameter much greater than 5 nm suggesting that they consist of several Streptavidin molecules bound adjacent to each other on the gold substrate. The Streptavidin molecules constituting each rounded peak are densely packed hence the pores that allow the individual Streptavidin molecules to be distinguished within a peak, are too fine to be profiled with the close contact AFM probe. This seems to imply that Streptavidin adsorption is influenced by species already present on the surface and that these peaks are formed as a result of an island growth mechanism. The low lying features represent holes in the Streptavidin monolayer, where it was possible for the AFM profiling tip to penetrate through to the MPA layer. The holes represent gaps between the Streptavidin islands which are too small to permit further adsorption of Streptavidin to the activated MPA monolayer.
Figure 8.1: Atomic force microscope (AFM) pictures of the streptavidin layer (a) An AFM image of a Streptavidin monolayer on a modified gold slide after an immersion time of 2h (b) An AFM image of an activated SAM on a gold coated glass slide substrate (for reference).
8.3.2 EIS characterisation of the Streptavidin layer

**Figure 8.2**: The fits exhibited by the PIF, Kisliuk, Langmuir and RSA adsorption models with normalised experimental total impedance data, at 0.1Hz, which were measured from working electrodes that had been immersed in streptavidin solution for various periods. The three stages of growth are also outlined where: A is the 1st stage of formation, where random adsorption is dominant; B is the 2nd stage of formation, where crystal growth is dominant, and C is the 3rd stage of formation which is controlled by the occupation of potential formation sites.

Figure 8.2 shows the normalized impedance data obtained from the EIS measurement for the isothermal measurements at 21°C and the complex impedance profile of the cleaned gold working electrode prior to modification. The curves are the results of the fitted adsorption models.

The measured results produce a curve which can be divided into three distinct sections shown as A, B and C in Figure 8.2. These three sections suggest that layer growth takes place in three different stages where different processes are involved.
In section A the substrate surface is initially free of Streptavidin and the only form of adsorption that exists is that of crystal seeding (random Streptavidin adsorption). This type of adsorption takes place at a location on the substrate that is remote from any other adsorbed streptavidin molecules. At such a location, the only interactions encouraging growth are those that are exerted on the streptavidin molecule by the solution and the substrate surface. These interactions are afforded the term “Fs” in Figure 8.3 and cause layer formation to occur slowly. This method of adsorption dominates for the first 5 minutes of immersion.

**Figure 8.3:** Kinetics of Streptavidin adsorption, using PIF model principles, where: Fs encompasses all forces encouraging random adsorption of Streptavidin to the substrate and Fi represents the additional interactions that only exist around Streptavidin crystals present on the substrate surface.

In section B Streptavidin starts to form around molecules of Streptavidin which have previously coalesced on the substrate surface, homogeneous crystals form and the crystal circumference increases encouraging further adsorption via crystal growth. This is represented by the increase in the rate of Streptavidin adsorption to the surface over the immersion period 0.083 hrs to 0.33 hrs (see Figure 8.2). This behaviour was first observed by Shimoni and Glusker (1995) for protein adsorption to a surface where complex amino acid interactions between protein molecules on the surface and molecules being adsorbed were recorded and referred to as “crystal growth.” The “crystal growth” adsorption mechanism is thought to be analogous to the “island formation mechanism,” described in earlier chapters.
In Section C after an immersion period of 0.33 hrs, Streptavidin on the surface occupies most binding sites and the opportunities for further adsorption are controlled by the availability of sites. Therefore the rate of adsorption reduces in line with the availability of suitable sites. It is observed that the normalised impedance has reached a constant value after 2 hours which implies that the process is at steady state and no further changes occur in the monolayer. The optimum immersion time to produce a streptavidin monolayer is therefore deduced as being 2 hours.

8.3.2.1 Equivalent Circuit analysis of the surface properties

The equivalent circuit used to describe this process is shown in Figure 8.4 and the complex impedance plot for the equivalent circuit model is given in Figure 8.5 for the fitted constants given in Table 8.1.

**Figure 8.4:** (A) The equivalent circuit used to simulate the behaviour of the MPA baseline impedance signal and the signals yielded from a Streptavidin monolayer after an immersion time of 0.5 h and 2.6 h; (B) The equivalent circuit used to simulate the behaviour of the impedance signal yielded from a Streptavidin monolayer after an immersion 1.25 h
Figure 8.5: A complex impedance plot showing the variation in imaginary ($Z''$) and real ($Z'$) impedance brought about by the presence of streptavidin monolayers on a modified work electrode, as a function of immersion time in streptavidin solution.

It is possible to deduce a number of characteristic from the trends in the constants shown in Table 8.1 and from the impedance plot shown as Figure 8.5. The ohmic resistance and the uncompensated solution resistance are fixed properties of the cell hence $R_s + \text{Ohm}$ are constant. $C_1$ is seen to remain constant demonstrating that the Streptavidin layer cannot be likened to a capacitor.
Table 8.1: Equivalent circuit element values, used in Figure 8.4 to model complex impedance data, shown in Figure 8.5, for Streptavidin monolayers formed on activated working electrodes over various Streptavidin solution immersion periods. Constants were determined via ZView2 (Scribner Associates, Inc).

<table>
<thead>
<tr>
<th>Immersion time</th>
<th>Rs+ohm</th>
<th>C1</th>
<th>CPE1-T</th>
<th>CPE1-P</th>
<th>Rct</th>
<th>W1-R</th>
<th>W1-T</th>
<th>W1-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPA baseline signal</td>
<td>100</td>
<td>5.25 x10^{-7}</td>
<td>-</td>
<td>-</td>
<td>99.7</td>
<td>1.80 x10^5</td>
<td>1.28 x10^5</td>
<td>0.514</td>
</tr>
<tr>
<td>0.5 h</td>
<td>100</td>
<td>5.27 x10^{-7}</td>
<td>-</td>
<td>-</td>
<td>127</td>
<td>1.87 x10^5</td>
<td>2.31 x10^5</td>
<td>0.489</td>
</tr>
<tr>
<td>1.25 h</td>
<td>100</td>
<td>-</td>
<td>1.38 x10^{-7}</td>
<td>0.91</td>
<td>178</td>
<td>9604</td>
<td>638</td>
<td>0.477</td>
</tr>
<tr>
<td>2.6 h</td>
<td>100</td>
<td>5.25 x10^{-7}</td>
<td>-</td>
<td>-</td>
<td>150</td>
<td>4.82 x10^5</td>
<td>2.787 x10^6</td>
<td>0.471</td>
</tr>
</tbody>
</table>

As the Streptavidin layer forms Rct, is observed to increase. This indicates that redox ion species pass through the Streptavidin layer and the Streptavidin layer provides resistance to mass transfer, thereby reducing charge transfer current and increasing charge transfer resistance. This is supported by the W1-P trend that shows a decrease as monolayer coverage increases demonstrating that the presence of Streptavidin causes total impedance to have a greater dependency on real impedance (Z’), which is dictated by redox ion diffusion.

W1-R and W1-T, are seen to increase as the Streptavidin layer is formed. These constants depend on the diffusion coefficient of the medium present above the MPA interface and redox ion concentration at the MPA interface (equation (2.8) and (2.9)). They suggest that a build-up of redox ions is occurring along the MPA/Streptavidin boundary as the Streptavidin layer forms inhibiting the mass transfer of redox ions to/from the MPA Layer surface as the permeability of the Streptavidin layer decreases.
The EIS spectrum collected after an immersion time of 1.25 hrs was of greater impedance than the EIS spectrum collected after 2.6 hrs and could not be modelled accurately using the equivalent circuit shown in Figure 8.4a, necessitating the construction of a second equivalent circuit (Figure 8.4b) to overcome the non-ideal capacitive behaviour that was evident in the data. Hence, values of Rct, W1-R and W1-T differ considerably from the general trend whilst W1-P is in keeping with the general trend.

Such a change in monolayer dielectric behaviour is a clear indication of a different crystal structure, which is consistent with extant literature (Shimoni and Glusker, 1995). This unique structure is present just after the formation of a saturated layer when the crystals have merged but are orientated in different directions, resulting in the formation of an inhomogeneous layer.

On further immersion, the crystals realign to form a homogenous, saturated monolayer. This is clearly shown in the EIS spectrum collected for the 2.6 hrs immersion dataset, which can be modelled using the equivalent circuit shown in Figure 8.4a, and in the equivalent circuit component values, which display a trend consistent with those of the “MPA baseline” dataset and the “0.5 hrs” dataset (Table 8.1). This observation is also consistent with extant literature (Shimoni and Glusker, 1995).

8.4 Modelling of the Streptavidin layer formation process.

8.4.1 Introduction

The layer formation process for this stage is basically an adsorption process and a number of different existing models could be applied. The most popular mathematical model used to approximate the adsorption of biological macromolecules to a planar surface is that of the Random Sequential Adsorption, RSA, model (Feder, 1980). However, there are a number of other adsorption isotherm models which have the potential to provide a more successful approximation to experimental data. These have been outlined in Chapter 3.2 and include: Lagargren adsorption kinetics, Kisliuk adsorption and the PIF adsorption models.
The RSA and Lagargren models share a common limitation in that neither model accounts for the interactions that exist between adsorbed molecules and adsorbate molecules being adsorbed from the bulk. Such interactions are negligible in some adsorption systems however Shimoni and Glusker (1995) demonstrated that protein crystals initially form small rafts of crystalline protein, surrounded either by bare activated substrate areas or by other crystals, oriented in different directions. The small crystals were then found to grow or coalesce with each other and anneal to form large uniform and identically oriented crystals, which infers that interprotein molecular interactions are a significant factor when considering Streptavidin protein monolayer formation as a function of immersion time.

8.4.2 Modelling procedures

The RSA, Langmuir, Kisliuk and PIF adsorption models were all fitted to the normalised experimental impedance data to obtain the parameters for each model. This was done using the least squares method and the appropriate objective function for each model reported in Chapter 3.2. The objective functions were minimized using Newton’s method contained within Microsoft Solver routine. The parameters that gave the best fit to the experimental data are summarised in Table 8.2.

Table 8.2: Proposed island formation, Kisliuk and Langmuir adsorption model constants employed to model the curves shown in Figure 8.2 with respective chi squared values ($\chi^2$).

<table>
<thead>
<tr>
<th>Kisliuk model</th>
<th>Largergren model</th>
<th>RSA model</th>
<th>PIF model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R'$</td>
<td>$k_E$</td>
<td>$\chi^2$</td>
<td>$R$</td>
</tr>
<tr>
<td>0.5939</td>
<td>5.058</td>
<td>0.1001</td>
<td>1.632</td>
</tr>
</tbody>
</table>

All models were demonstrated to provide a good approximation to the experimental data as every chi squared value returned was substantially less than 19 (the number of data points used). The statistical analysis revealed that the models could be ranked as follows PIF model, Kisliuk model, Largergren model and RSA model, where the PIF model gave the best fit. The much better fits obtained for the PIF and the Kisliuk
models confirms that adsorbed Streptavidin is influencing the adsorption process and is consistent with the evidence from the AFM study and the extant literature.

8.5 Summary

Streptavidin monolayer formation has been studied on an activated MPA monolayer and has been characterised and quantified using Electrochemical Impedance Spectroscopy (EIS) and Atomic Force Microscopy (AFM).

Three distinct stages of formation were identified, initially random adsorption is the dominant process, then crystal growth becomes evident where adsorption is influenced by adsorbed Streptavidin and finally the adsorption rate decreases as the modified surface approaches saturation.

Equivalent circuit analysis of EIS data for Streptavidin layer formation identified that the layer is permeable to redox ions and that it made little contribution to the capacitive properties of the biolayer.

The EIS measurements were modelled using the RSA, Largergren, Kisliuk and PIF isotherm models and the statistical analysis of the fitted models revealed that the PIF isotherm provided the best approximation to experimental data. The Largergren and RSA models have been shown to be unsuitable as they were unable to model the hydrogen bond interactions that are thought to be a major factor in Streptavidin monolayer formation.

The optimum immersion period has been identified as 2 hours to yield the best possible monolayer onto which b-IgG will be immobilised during the final stage of immunosensor manufacture.
Chapter 9: Biotinylated IgG (b-IgG) monolayer optimisation.

9.1 Introduction

The last stage of the biosensor manufacturing process is to make the detector compound selective by forcing it to respond to a given analyte in a solution. This can be done by the formation of a Biotinylated IgG (b-IgG) monolayer on the surface of the detector that binds only to the analyte of interest.

This study was conceived specifically to look at the relationship between biotinylated antibody immobilization times and layer formation, including macroscopic structural properties. It does not look at the temperature and concentration effects that may also affect immobilization rates and monolayer structure. The extant literature indicates that a wide variation of biotinylated antibody immobilization times have been used where the optimum time has been arrived at by experimentation (Ouerghi et al, 2002, Darain et al, 2003, Hays et al, 2006). There is therefore scope to produce a systematic experimental study and appropriate mathematical model to describe the immobilization process that can be expanded in the future to account for temperature and composition effects.

9.2 Experimental work

A prerequisite of attempting to model this process is a comprehensive systematic experimental study of the surface coverage of the IgG with time. No systematic study of these bulk properties for this process exists therefore it was decided to perform a systematic experimental study of the immobilisation rate of the biotinylated layer with immersion time at a fixed temperature and analyte concentration. The principle study used impedance measurements and a back-up study using Atomic Force Microscope (AFM) measurements was used to qualitatively confirm the impedance results.

The EIS impedance measurements were carried out using sets of gold electrodes and the AFM measurements were performed on gold coated glass slides. Each support was prepared and coated to produce an EDC/NHS activated layer in accordance with the procedures laid down previously in Chapter 7.
9.2.1 Streptavidin immobilisation and Glycine Blocking
Following the SAM activation procedure it was necessary to produce the Streptavidin monolayer. The procedure adopted was based upon the optimum procedures described in Chapter 8. The gold coated glass slides and working electrodes were thoroughly rinsed in DI water and immersed in Streptavidin solution at 21°C for 2 h. They were then thoroughly rinsed again in deionised water to remove Streptavidin molecules which were not covalently bound to the surface. A second cleaning stage then followed where the substrates were immersed in glycine solution for 1h. Glycine was provided by Sigma and was made up to a 0.1 M solution in DI water. The second cleaning stage served to further desorb non-chemisorbed Streptavidin and to block remaining activated sites. The modified slides were then rinsed with deionised water to remove any unbound glycine.

9.2.2 Biotinylated IgG immobilisation procedure
Following the glycine blocking stage the immobilisation procedure was carried out. The working electrodes and two of the gold coated glass slides were thoroughly rinsed in DI water and immersed in biotinylated IgG solution at 21 °C. The biotinylated IgG solution was prepared from biotinylated sheep IgG purchased from by Immunodiagnostic systems Ltd (IDS Ltd.) and diluted to concentrations of 1.5mg/ml in (PBS, pH=7.4).

Modified working electrodes were withdrawn from the solution at a number of different immersion intervals prior to EIS analysis. The gold coated glass slides were withdrawn after 45 min and 2 h, prior to AFM measurement. In preparation for measurement, both electrodes and Au(III) coated glass sides were rinsed sequentially in DI water, Tween 20 solution and in DI water again, to desorb non-chemisorbed biotinylated IgG molecules. A Streptavidin modified, Au(III) coated glass slide that had not been immersed in b-IgG solution was used as a reference for AFM measurements.
9.2.3 Electrochemical measurements
The impedance measurements were made by incorporating each immersion period test electrode into a conventional three electrode system. Measurements were made using an Autolab potentiostat/galvanostat in conjunction with Frequency Response Analyser (FRA) and General Purpose Electrochemical System (GPES) software (Eco Chemie B.V.). The Ag/AgCl reference electrode, platinum wire counter electrode and gold working electrode (MF-2014) were all purchased from BASi instruments Inc and all electrochemical measurements were performed in PBS buffer solution.

For EIS, a 0.1 mV amplitude sine wave was applied to the working electrode in the tested frequency range of 0.1Hz to 1MHz. The working electrode was polarized at a potential of +0.25V/Ag(AgCl) during measurements, which was shown via CV to be the oxidation potential of the redox indicator. EIS measurements were performed after the working electrodes had been cleaned, after they had been immersed in glycine solution and after IgG and biotinylated IgG solution immersion.

9.2.4 AFM measurements
All modified gold coated glass slides were stored in PBS solution, whilst awaiting measurement, before they were rinsed in purified water (15 MΩ) and dried using an air gun. The surfaces were then profiled using a Nano-R™AFM (Pacific nanotechnology, Santa Clara, CA) in close contact mode in air.

9.3 Results
9.3.1 Atomic Force Microscope (AFM) characterisation of biotinylated Antibody (b-IgG) monolayer
As b-IgG is known to be a large macromolecule (150 kDa), it was possible to view the actual b-IgG monolayer structure using an AFM, thereby attaining detailed qualitative information on the structure without the use of labels or spectroscopic profiling techniques.

The topography of the sample collected after a b-IgG solution immersion time of 0 hrs is shown in Figure 9.1 and is similar to the image produced for the Streptavidin tests shown in Figure 8.1A confirming that a saturated monolayer has been produced.
Figure 9.1: AFM profile of a Streptavidin monolayer

Figure 9.2 shows the surface after immersion in b-IgG for 45 minutes. A series of rounded islands approximately 10.66 nm high at the centre and approximately 80 nm in diameter have formed. The height of the island corresponds to the molecular length of a vertically orientated IgG molecule. The diameter is much larger than the molecular length of IgG suggesting that a number of IgG molecules have adsorbed in the vertical orientation around a central point. The island has no discernable features to allow identification of individual antibodies, meaning that the nanoscopic islands formed are densely packed. This implies that the growth mechanism is influenced by IgG already adsorbed on the surface.

Figure 9.2: AFM profile of the glass slide after an immersion time of 45 min in biotinylated IgG solution at 21°C
Figure 9.3: AFM profile of the glass slide after an immersion time of 2 hours in biotinylated IgG solution at 21°C, showing how the layer is restructured as the nanoscopic islands grow and merge into a single monolayer. High lying features indicate the presence of b-IgG. Low lying features indicate the presence of the Streptavidin monolayer.

In Figure 9.3 a series of peaks are observed that have a maximum height of 8.36 nm. It is speculated that the nano-crystals observed in Figure 9.2 after 45 minutes of immersion have continued to grow and merge. When merging occurred, arginine, glutamine and asparagine amino acid groups from b-IgG molecules on the fringes of neighbouring islands have interacted causing all the b-IgG molecules in all of the islands involved to rearrange themselves into a different structure. The observed drop in peak height is commensurate with the molecules not being vertically orientated and is a function of the realignment process. This results in a less dense monolayer being formed, affording b-IgG a greater degree of freedom, which has been known to increase sensor sensitivity and is consistent with extant the literature (Diaz-Gonzalez et al, 2005).
9.3.2 EIS characterisation of the biotinylated layer

![Graph showing normalised impedance as a function of time](image)

**Figure 9.4:** A plot of normalised impedance, at 0.1Hz, as a function of biotinylated IgG solution immersion time on a Streptavidin modified substrate, showing the fit achieved by the Kisliuk and Langmuir adsorption isotherms.

The effect of the strength of Streptavidin interactions with constituent b-IgG biotin molecules causes an unusual effect to occur during adsorption. Instead of adsorption taking place predominantly through the “crystal growth” mechanism, traditionally observed in protein adsorption (Shimoni and Gusker, 1995), the vast majority of adsorption in this monolayer takes place through random adsorption and little crystal growth occurs. This results in a high degree of island nucleation occurring through random adsorption followed by a small amount of adsorption occurring through crystal growth. Hence, a large number of nanoscopic islands form that grow and coalesce to form a monolayer.

This is supported by the EIS data (Figure 9.4), which displays a trend that is typical of a process dictated largely by random adsorption, and by AFM measurements (Figure 9.2), which show a number of nanoscopic islands over a 160 x 160 nm area.
9.3.2.1 Equivalent circuit model of the biotinylated layer

The equivalent circuit, shown in Figure 9.5, was used to model impedance data yielded from the Streptavidin modified working electrode and the working electrodes modified with biotinylated IgG monolayers. The reorientation in crystal structure described by Shimoni and Glusker (1995) for protein adsorption during crystal coalescence was not evident from the EIS data. Hence, a single equivalent circuit was used to model each of the complex impedance profiles.

![Equivalent Circuit Diagram](image)

**Figure 9.5** The equivalent circuit used to simulate the behaviour of a cleaned gold working electrode signal, the Streptavidin baseline impedance signal and the signals yielded after a b-IgG solution immersion time of 0 h, 15 min, 30 min and 2 h.

As in Chapter 8, it is possible to deduce a number of characteristic from the trends in the constants shown in Table 9.1 and from the impedance plot shown as Figure 9.6. The ohmic resistance and the uncompensated solution resistance are modelled using the Rs+Ohm element, which is constant.

The equivalent circuit data demonstrates that the b-IgG layer that forms over the Streptavidin layer is porous and significantly deeper than the Streptavidin layer itself. This is demonstrated by the increase of $W1-T$ with time, which varied on a scale that is three orders of magnitude greater than that of Streptavidin. The thickness of the b-IgG monolayer also caused a greater hindrance to mass transfer of redox ions than the Streptavidin layer. This was reflected by the increase in $W1-R$ with immersion time, which varied on a scale that was two orders of magnitude greater than that observed for Streptavidin adsorption; was reflected in the increase of $Rct$ (charge transfer resistance of the biolayer) with immersion time, indicating that the rate of charge transfer from redox ions decreased as a function of immersion time, and was indicated in the CPE1-P values, which approached a value of 1 as immersion time increased.

The b-IgG monolayer was also revealed to be low density, serving to decrease the layer capacitance (CPE1-T) as immersion time increased. The monolayer also adsorbed significant amounts of electric field energy, causing the total amount of
measured impedance to have greater dependency on imaginary impedance at low frequency. This is reflected by the increase in W1-P value as immersion time increased.

**Table 9.1**: Equivalent circuit element values, used in Figure 9.5 to model complex impedance data, shown in Figure 9.6, for biotinylated IgG monolayers formed on Streptavidin modified working electrodes over various biotinylated IgG solution immersion periods. Constants were determined via ZView2 (Scribner Associates).

<table>
<thead>
<tr>
<th></th>
<th>Rs+Ohm</th>
<th>CPE1-T</th>
<th>CPE1-P</th>
<th>Rct</th>
<th>W1-R</th>
<th>W1-T</th>
<th>W1-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>glycine</td>
<td>108</td>
<td>1.14 x 10^-6</td>
<td>0.929</td>
<td>301</td>
<td>1.88 x 10^7</td>
<td>1.15 x 10^9</td>
<td>0.50696</td>
</tr>
<tr>
<td>t=15min</td>
<td>108</td>
<td>1.15 x 10^-6</td>
<td>0.928</td>
<td>381.5</td>
<td>2.05 x 10^7</td>
<td>1.35 x 10^9</td>
<td>0.50688</td>
</tr>
<tr>
<td>t=30min</td>
<td>108</td>
<td>1.1 x 10^-6</td>
<td>0.939</td>
<td>405.7</td>
<td>2.52 x 10^7</td>
<td>1.36 x 10^9</td>
<td>0.51703</td>
</tr>
<tr>
<td>t=2h</td>
<td>108</td>
<td>7.35 x 10^-6</td>
<td>0.974</td>
<td>433.7</td>
<td>2.87 x 10^7</td>
<td>1.52 x 10^9</td>
<td>0.52002</td>
</tr>
</tbody>
</table>

**Figure 9.6**: A complex impedance plot showing the variation in imaginary (Z’’) and real (Z’) impedance brought about by the presence of biotinylated IgG monolayers on a modified work electrode, as a function of immersion time in biotinylated IgG solution.

9.4 Modelling the b-IgG adsorption process.

In an attempt to model the adsorption process four models RSA, Larergren, Kisliuk and PIF were fitted to the data. The PTCS model was not used in this Chapter as restructuring of the layer did not bring about a detectable change in biolayer electrical
properties at 0.1 Hz. Hence, \( \phi_1 \) and \( \phi_2 \) values would be equal and it would not be possible to assign reasonable values to rate constants.

The Newton and Conjugate methods contained within Microsoft Solver routine were used to perform the fits and the objective functions used during the fitting process, for each model, are given in Chapter 3.2. The fitted parameters and the goodness of fit to the experimental data are shown in Table 9.2 for each adsorption isotherm model.

**Table 9.2:** The RSA, Langmuir, Kisliuk and PIF adsorption isotherm coefficients determined by the least squares method and used to model normalised impedance data at 0.1Hz.

<table>
<thead>
<tr>
<th>Model</th>
<th>B</th>
<th>R</th>
<th>R'</th>
<th>( k_E )</th>
<th>( k_R )</th>
<th>( k'_1 )</th>
<th>( \chi^2 )</th>
<th>( \chi^2 )</th>
<th>( \text{No of data points} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSA</td>
<td>0.132</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.114</td>
<td>0.015</td>
<td>9</td>
</tr>
<tr>
<td>Largergren</td>
<td>-</td>
<td>3.780</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.015</td>
<td>0.015</td>
<td>9</td>
</tr>
<tr>
<td>Kisliuk</td>
<td>-</td>
<td>-</td>
<td>3.858</td>
<td>2.29x10^{-36}</td>
<td>-</td>
<td>-</td>
<td>0.015</td>
<td>0.015</td>
<td>9</td>
</tr>
<tr>
<td>PIF</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.780</td>
<td>1.30 x 10^{-3}</td>
<td>0.015</td>
<td>0.015</td>
<td>9</td>
</tr>
</tbody>
</table>

The fitted isotherms of the RSA, Largergren, Kisliuk and PIF isotherms (equations (3.3), (3.13), (3.19) and (3.38)) are displayed with the normalised experimental impedance data in Figure 9.4. The error between the normalised impedance data collected and the values predicted for the models are shown in Appendix 4.

It can be seen from Figure 9.4 and the tabulated data given in Appendix 4 that each of the models provided a good fit to the experimental data but each of the models had difficulty in following the trend shown by the experimental data over the immersion period 0.5 hrs to 1 hr.
Of the models considered here, the Largergren, Kisliuk and PIF adsorption models approximate the data the best, where the data appears to be scattered randomly about the model curves. The random error here can be attributed to two factors: microscopic Au surface irregularities (brought about during cleaning of the Au surface) and slight irregularities in the Streptavidin modified surface. The values of the rate constants modelling random adsorption in these models (R, R’ and kR) are approximately equal. The PIF also provides an additional insight into the relative rate of crystal growth through the rate constant k’I, which demonstrates that the rate of island growth is four orders of magnitude less than that of random adsorption. This is concurrent with the expected rate values for the nucleation, formation and coalescence of a large number of nanoscopic crystals.

In contrast, the RSA model predicts a much lower rate of formation than is the case. This model provides the least best fit of the models tested in this report, as shown in Table 9.2 and Figure 9.4. Hence, should not be used to model the data over the other adsorption isotherm equations.

9.5 Summary
AFM was used in conjunction with EIS data to analyse the growth kinetics and structural properties of the b-IgG monolayer to facilitate the optimisation of the process and providing an insight into how charge transfer occurs over the monolayer.

The strength of the Streptavidin layer interactions with the b-IgG adsorbate caused monolayer growth to primarily occur through random adsorption with a small amount of crystal growth also occurring. Hence, the monolayer formed via the nucleation and growth of large numbers of dense nanoscopic crystals.

The IgG structure that was formed across the surface was found to be porous to redox active ions. However, the b-IgG monolayer substantially inhibited the mass transfer rate of the ions and absorbed significantly more of the detection signal’s electric field than the Streptavidin monolayer.

Models used to simulate the EIS data included the RSA, Largergren, Kisliuk and PIF models. All models were proven to fit the experimental data well. The Largergren, Kisliuk and PIF models provided the best fit and approximated the data equally as
well as each other. The RSA model demonstrated the least best fit of the four models investigated. The fitted constants from the PIF and Kisliuk models were mutually supportive and were consistent with a large degree of monolayer adsorption being random and a small degree of adsorption being through crystal growth.
Chapter 10: A Comparison between the adsorption kinetics of Biotinylated-IgG monolayers and monolayers consisting of IgG molecules adsorbed directly on to metal substrate.

10.1 Introduction

This chapter aims to compare different methods of attaching IgG to the immunosensor surface. The two methods chosen for comparison were direct adsorption of IgG onto a metal substrate and b-IgG adsorption to a metal surface modified with a Streptavidin monolayer. This comparison was chosen because the direct adsorption process is the simplest route with fewest stages and is likely therefore to represent the cheapest route to market. The Streptavidin process is likely to represent the most sensitive and durable sensor with fewest stages and is therefore the next most promising route.

So far it has been shown that formation of each layer can be modelled and by careful manipulation of the process conditions optimised to give maximum uniform coverage of the surface. The next step is to compare the adsorption processes involved in producing the Streptavidin b-IgG layer with those of the direct addition of IgG to the bare metal substrate. This is a much simpler process and this study should provide some insight into the quantitative benefit of the complex Streptavidin based process.

10.2 Experimental work

To make the comparison between the two preferred routes of sensor manufacture it was necessary to perform extra experimental measurements for IgG direct coating of the gold metal substrates. Two types of experiments were performed to allow comparison with the data gathered for the biotinylated Streptavidin layer reported and discussed in Chapter 9. The experiments involved qualitative measurements made with an atomic force microscope (AFM) and quantitative measurements made using electrochemical impedance spectroscopy (EIS).

The AFM measurements were performed on five gold coated borosilicate glass slides. The EIS measurements were performed using matched sets of three gold electrodes, which had been used in the experimental investigations featured in Chapters 4 to 9. Each of these electrodes had a diameter of 1.6 mm and a surface area of 2.0 mm². Each slide or electrode was cleaned using the protocol previously stated for the Streptavidin process (see Chapter 8).
A series of isotherms (at 4, 20, 27, 32 and 40 °C) were measured using EIS to identify the optimum temperature then the atomic force measurements were made at the optimum temperature of 20 °C.

10.2.1 Chemicals and solutions
Extra chemicals were required for this process. The IgG coating was produced using sheep IgG provided by Immunodiagnostic systems Ltd (IDS Ltd.) and diluted to a concentration of 1.5 mg/ml in (PBS, pH=7.4). The electrochemical cell solutions consisted of 0.1 M phosphate buffer solution (PBS, pH = 7.4), which contained 0.1 M KCl as supporting electrolyte and 0.05M K$_3$Fe(CN)$_6$ as redox mediator. All DI water used over the course of this experiment was 15 MΩ, unless stated otherwise.

10.2.2 IgG immobilisation and testing
For the EIS measurements, after cleaning, working electrodes were rinsed with DI water and then immersed in IgG solution at 4 °C, 20 °C, 27 °C, 32 °C and 40 °C. After a prescribed immersion time the working electrodes were removed from the solution and rinsed in DI water immediately before and after a Tween 20 solution rinse. This desorbed non-chemisorbed IgG molecules, prior to EIS measurements. The EIS measurements were made in accordance with the procedure set out for the Streptavidin process (see Chapter 8).

For the AFM measurements all modified gold coated glass slides were stored in PBS solution, whilst awaiting measurement. When a measurement was started a glass slide was removed from the PBS solution and rinsed in purified water (15 MΩ) and dried using an air gun. The surface of the substrate was then profiled using a Nano-R™AFM (Pacific nanotechnology, Santa Clara, CA) in close contact mode in air to establish a base case. A second gold coated glass slide was then profiled via AFM. This time it was removed from the PBS solution, rinsed in DI water and submerged in IgG solution. The slide was removed from solution after 45 min and rinsed with DI water before and after a subsequent Tween 20 solution rinse to desorb non-chemisorbed IgG molecules. The AFM IgG measurements were only made for a single temperature of 20 °C which had previously been identified as the optimum process temperature by the EIS measurements.
10.3 Results

10.3.1 EIS Results

The impedance measurements have been processed to produce a normalized impedance plot versus immersion time as shown in Figure 10.1. There are two distinct types of curve. The first type is observed at 4 and 20 °C where a progressive rise is seen from the initial impedance value to a final value which is same for both data sets within the band of experimental error. This seems to suggest that the same degree of surface coverage at saturation is observed at both temperatures and that both final monolayers have similar structures.

![Figure 10.1](image)

**Figure 10.1:** Plot of normalised impedance versus immersion time for the immobilisation of IgG directly on to the metal substrate. Five data sets are shown each corresponding to one of the five isotherms at 4, 20, 27, 32 and 40 °C. The data sets at 27, 32 and 40 °C each show a maxima in the curve which is indicative of an equilibrium existing between rate of formation of IgG orientated in the first structure and the rate of formation of second structure at these temperatures.
The curves at 27, 32 and 40°C show much steeper initial rates of impedance rise that increase with temperature and reach maxima after immersion times of between 30 minutes and 1 hour. The curves then show a drop off in impedance with immersion time and do not reach the same final impedance values. The drop in impedance for the datasets measured at temperatures above 20 °C implies that the nature and structure of the adsorbed surface is changing with increased immersion times.

The shape of the impedance curves is very reminiscent of those observed for MPA formation which was explained by the presence of two competing structures on the surface. This could be true in this case. There is extant evidence that two structures could exist as a result of reordering of the molecules on the surface in areas of higher adsorbed concentrations of IgG, caused by the intermolecular interactions of proteins in different crystals on the surface and which would give rise to different dielectric properties in the monolayer (Shimoni and Glusker, 1995). The implication of two structures forming is that the reordering process is relatively slow in comparison to the rate of adsorption at higher temperatures. The fact that the final impedance values are different for each temperature implies that the reordering of the layer is temperature dependant and that each temperature gives rise to different degrees of final surface coverage and amount of disorder.
10.3.2 AFM results

Figure 10.2: The AFM close contact profile of a gold surface at an adsorption temperature of 20 °C, showing a surface roughness of less than 1 nm;

Figure 10.3: The AFM close contact profile of an IgG monolayer adsorbed to a gold substrate surface.

An AFM study was conducted to support the EIS measurements to verify the existence of an IgG monolayer over the gold substrate surface at the suggested optimum immersion temperature (20 °C) and to study the structure of the monolayer that was formed. 20 °C was selected as the optimum temperature because it was the highest temperature where a single consistent structure on the surface.

The surface topological profile of a smooth gold surface was measured (Figure 10.2) before the antibody monolayer was adsorbed to the surface and the monolayer was profiled (See Figure 10.3). The difference between the two figures indicates a
significant change in surface roughness which is commensurate with the successful attachment of the antibody layer.

Individual Fab and Fc fragments cannot be discerned as it is expected that arginine, asparagine and glutamine amino acid side chain interactions between adjacent IgG molecules distort the IgG molecules about their hinge region. This causes the shape of the macromolecules to deviate from their traditional “Y” shape and cause them to aggregate together in non-uniform shapes.

10.4 Modelling the EIS results

It is proposed to treat the modelling of the EIS results as two separate sets to mirror the observed shapes of the impedance immersion time isotherms shown in Figure 10.1.

10.4.1 Modelling of isotherms at 4 and 20 °C.

These two data sets were grouped together because neither seemed to exhibit the formation of more than one structure on the surface. The adsorption was thought to be affected by molecules already adsorbed on the surface as part of the process because the molecules involved are large and will exert significant Van der Waals forces in addition to strong intermolecular amino acid side chain interactions. Thus it was decided to fit these data sets with two adsorption models, those of Kisliuk and the PIF model. The Kisliuk model includes a sticking factor that accounts for interactions with adsorbed molecules on the substrate. The PIF model is more specific and has two constants which account for the specific adsorption of molecules randomly on the surface and the absorbance of molecules influenced by species already on the surface respectively (crystal growth).

Fitting was undertaken using the least squares method as defined by the objective function given in equation (3.14) for the Kisliuk model and equation (3.39) for the PIF model.
The objective functions were minimized using the Newton and Conjugate methods contained within Microsoft Solver routine. The fitted parameters and the goodness of fit to the experimental data are shown in Table 10.1 for the 4 °C and 20 °C temperature data sets.

**Table 10.1** Fitted parameters for the Kisliuk and PIF adsorption isotherm models at 4 and 20 °C

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Kisliuk</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>PIF</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_E$</td>
<td>$R$</td>
<td>$\varphi$</td>
<td>$\chi^2$</td>
<td>$k_{R1}$</td>
<td>$k'_{II}$</td>
<td>$\varphi$</td>
<td>$\chi^2$</td>
<td></td>
</tr>
<tr>
<td>4 °C</td>
<td>7.954</td>
<td>0.372</td>
<td>0.154</td>
<td>0.00760</td>
<td>0.523</td>
<td>2.458</td>
<td>0.155</td>
<td>0.00565</td>
<td></td>
</tr>
<tr>
<td>20 °C</td>
<td>15.317</td>
<td>0.321</td>
<td>0.159</td>
<td>0.00586</td>
<td>0.323</td>
<td>4.915</td>
<td>0.159</td>
<td>0.00586</td>
<td></td>
</tr>
</tbody>
</table>

The fitted isotherms calculated by application of the Kisliuk and PIF models are displayed with the normalised experimental impedance data in Figure 10.4.

The error between the normalised experimental data and the values predicted by the Kisliuk model at 4 °C are shown in Table A5.1 and the corresponding error for the values predicted by the PIF model are shown in Table A5.2.
Figure 10.4: Plot of the normalised impedance versus the immersion time for isotherms measured at 4 and 20 °C the graph also shows the curves derived from the Kisliuk and PIF models for the both isotherms. For the 4°C data set it is clear that the PIF model gives a much better fit of the data. For the 20°C data set no discernable difference is seen.

It can be seen that a good fit and similar levels of uncertainty are observed for both models and isotherms, as the temperature datasets predicted by both models provided a $\chi^2$ value significantly less than the number of data points obtained at a particular temperature. The majority of the data is scattered randomly about the model curves with no trend between the amount of error observed and immersion period. These random errors could be attributed to the microscopic Au surface irregularities brought about during cleaning of the Au surface. Visual inspection of the fits (See Figure 10.4) and the measured chi squared values (Table 10.1) suggests that for the 4 °C temperature trace the PIF model provides the best fit. No such observation can be made for the 20 °C data set.
It is concluded that both the Kisliuk and PIF models can be effectively applied to model the adsorption of an IgG monolayer to an Au surface via nitrogen atom lone pairs of electrons. However the PIF gives more information about the relative contributions of random and island growth adsorption to adsorption through the fitted constants.

10.4.1.1 Observations about the mechanism for immobilisation of IgG between 4 and 20 °C

A more detailed examination of the impedance isotherms and the fitted constants of the adsorption models can give some insight into the mechanism for the immobilisation of IgG. From Figure 10.1 it can be seen that for immersion times up to 20 minutes the impedance changes for both isotherms are very similar. This indicates that temperature has little effect and that the mode of adsorption is random adsorption on the surface. After 20 minutes the impedance measurements start to rise more rapidly for the 20 °C data set. This suggests a second, temperature sensitive, adsorption process is taking place and that this is a consequence of the molecules of IgG already adsorbed on the surface. This is supported by the data presented in Table 10.1. For the PIF model $k_{R1}$ and $k'_{I1}$ are constants representing relative adsorption by random processes and by island growth mechanisms respectively. It is noticed that the $k_{R1}$ is significantly greater than $k'_{I1}$, indicating that island formation is more significant than random formation at both temperatures. It can also be seen that $k'_{I1}$ decreases as $k_{R1}$ rises with an increase in temperature. This is consistent with the change in impedance with temperature observed in Figure 10.1 and indicates that the island growth process is becoming more dominant at higher temperatures. For the Kisliuk model the $k_E$ sticking factor is also seen to rise with temperature indicating the increase in the affect of adsorbed species on the process and confirming observed behaviour. Both curves seem to level off at the same impedance value indicating the same surface coverage and structure is achieved for both isotherms.
10.4.2 Modelling of isotherms at 27, 32 and 40 °C.

The remaining three isotherms at 27, 32 and 40 °C were treated together because from Figure 10.1 they seem to form two structures on the substrate surface. The same two absorbance models were used because island growth is thought to become more significant at higher temperatures. To account for the two structures the absorbance models were used in conjunction with the PTCS model (equation (3.43)). The objective functions used for the PTCS-Kisliuk and the PTCS-PIF equations are included as equation (3.46) and (3.47), respectively.

The objective functions were minimized using the Newton and Conjugate methods contained within Microsoft Solver routine.

The fitted isotherms for these three isotherms are displayed with all of the normalised experimental impedance data in Figure 10.5. From a visual inspection one data point (immersion time 0.75 hours) for the isotherm a 27 °C appears to be reading low and may be an erroneous data point which appears to be skewing the fit of the PTCS-Kisliuk model. Careful examination of the 32°C isotherm seems to show that a further point (immersion time 0.5 hours) is also reading low and again seems to be distorting the PTCS-Kisliuk model fit. No sifting of the data can be carried out for the 40 °C dataset because it is not possible to discriminate which points may be in error.
Figure 10.5: Plot of the normalised impedance versus the immersion time for isotherms measured at 27, 32 and 40 °C. The graph also shows the curves derived from the PTCS-Kisliuk and PTCS-PIF models for all isotherms. The fits achieved by the models appear to be in line with the uncertainty in the data.

It was decided to refit the models to the isotherm data sets with the spurious points removed. These results are shown in Figure 10.6 and the fitted parameters and the goodness of fit to the PTCS-Kisliuk and PTCS-PIF models are shown in Table 10.2 and 10.3 respectively.
Figure 10.6: Plot of the normalised impedance versus the immersion time for isotherms measured at 27, 32 and 40 °C with erroneous data points removed. The graph also shows the curves derived from the PTCS-Kisliuk and PTCS-PIF for the 27°C isotherm now line up perfectly indicating the Kisliuk model is less reliable when the base data set contain spurious data points.

For the 27 °C data set the Kisliuk model curve now lies on top of the PIF model curve. A minor improvement in agreement between the two models is reported for the 32 °C. It can be seen that a good fit is obtained for both models at 40 °C. The uncertainty of using either model over the temperatures range of 27 °C to 40 °C, is small given that $\chi^2$ values are significantly less than the number of data points obtained at a particular temperature. Finally, the results seem to suggest that the PIF model is less susceptible to error induced by the presence of spurious data points and should be given greater credence when using the models to infer possible adsorption mechanisms.
### Table 10.2 Fitted parameters for the PTCS-Kisliuk adsorption isotherm models at 27-40 °C.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>( k_{E1} )</th>
<th>( R_1 )</th>
<th>( k_{E2} )</th>
<th>( R_2 )</th>
<th>( \varphi_1 )</th>
<th>( \varphi_2 )</th>
<th>( \chi^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 °C</td>
<td>66.94</td>
<td>0.170</td>
<td>40.8</td>
<td>0.179</td>
<td>0.200</td>
<td>0.0289</td>
<td>0.008598</td>
</tr>
<tr>
<td>32 °C</td>
<td>8.069</td>
<td>0.453</td>
<td>4.03</td>
<td>0.509</td>
<td>0.499</td>
<td>0.0660</td>
<td>0.011203</td>
</tr>
<tr>
<td>40 °C</td>
<td>2.089</td>
<td>1.927</td>
<td>1.26</td>
<td>0.769</td>
<td>1.227</td>
<td>0.246</td>
<td>0.092678</td>
</tr>
</tbody>
</table>

### Table 10.3 Fitted parameters for the PTCS-PIF adsorption isotherm models at 27-40 °C.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>( k_{R1} )</th>
<th>( k'_{II} )</th>
<th>( k_{R2} )</th>
<th>( k'_{I2} )</th>
<th>( \varphi_1 )</th>
<th>( \varphi_2 )</th>
<th>( \chi^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 °C</td>
<td>0.259</td>
<td>9.268</td>
<td>0.0289</td>
<td>5.250</td>
<td>0.201</td>
<td>0.0268</td>
<td>0.00610</td>
</tr>
<tr>
<td>32 °C</td>
<td>0.521</td>
<td>3.490</td>
<td>0.3946</td>
<td>2.117</td>
<td>0.432</td>
<td>0.0642</td>
<td>0.01093</td>
</tr>
<tr>
<td>40 °C</td>
<td>2.557</td>
<td>3.036</td>
<td>0.3204</td>
<td>2.152</td>
<td>1.008</td>
<td>0.2522</td>
<td>0.08423</td>
</tr>
</tbody>
</table>

### 10.4.2.1 Observations about the mechanism for immobilisation of IgG between 20 and 40 °C

The impedance isotherms are complex and difficult to rationalise above 20 °C from the given data. However, a more detailed examination of the profiles in conjunction with an examination of the fitted constants of the adsorption models is warranted.

From Figure 10.6 it appears that the initial change in impedance increases rapidly with increasing temperature. This is indicative that the adsorption process has changed from that observed for the 4 and 20 °C isotherms. Careful examination of the \( k_{R1} \) and \( k'_{II} \) constants suggested that \( k_{R1} \) increases rapidly while \( k'_{II} \) decreases with temperature. This implies that the number of successful random collisions of IgG molecules with the gold substrate has increased with temperature. Further this implies that the random adsorption process of IgG on to gold is controlled by a significant activation energy barrier. This activation energy barrier is overcome at the higher temperatures and the random adsorption process dominates.
The peak impedance values ($\varphi_1$) are observed to increase significantly with temperature. This implies that the rate of adsorption of structure 1 onto the surface is much quicker than the reordering of molecules to produce structure 2. Further it implies that the nature of both structures formed has changed with temperature.

After about 2.5 hours all isotherms seem to have reached steady state plateaux (Figure 10.6). Final impedance values are observed to drop from 1.59 at 20 °C to 0.028 at 27°C before rising again to 2.4 at 40 °C. This implies that the final structure undergoes complex changes as the temperature increases that require further investigation. The current experimental evidence is insufficient to conclude whether these thermal changes are beneficial or detrimental to the final sensors performance.
10.5 Summary

An experimental investigation of the effects of temperature and immersion time on the formation of IgG directly on to a metal substrate has been performed. The results of the tests have been analysed using EIS and AFM. The EIS impedance measurements have been modelled successfully using variations of the PTCS-Kisliuk and PTCS-PIF adsorption models.

The EIS measurements and fitted adsorption models suggest that the direct adsorption of IgG onto gold substrates is a complex process that is significantly dependant on temperature. The optimum conditions for forming an IgG layer on the bare metal substrate were considered to be 20 °C and an immersion time of 2 hours. These conditions represent the highest temperature where a stable single structure is known to form on the surface in the shortest time. Above this temperature multiple structures have been shown to form that could affect the sensitivity of the sensor and further work is required to definitively determine the optimal structure.

For chapter 9 it was concluded that the final stage of the IgG addition via the multistage process involving Streptavidin is a simple process involving the formation of a single structure largely by random adsorption. It is therefore easier to control to produce a repeatable layer of a given consistency than the direct addition method.

Comparison of the AFM studies for both processes at 20 °C suggest that the IgG molecules adsorbed via the Streptavidin multilayer process protrude further above the surface (10.66 nm) than the layer produced by direct adsorption to the metal surface (5.64 nm). This implies that the b-IgG is more vertically orientated and that a higher packing density of IgG molecules is achieved for the multistage process. Therefore, the sensor formed via the multilayer process is more likely to have a greater number of Fab fragments orientated away from the surface than the IgG layer, possibly affording the immunosensor a better sensitivity and a lower limit of detection. This would be consistent with extant literature findings.
Chapter 11: Conclusions

A systematic survey was carried out to investigate the different routes of producing an IgG based immunosensor. Two methods, direct adsorption of IgG onto a metal substrate and b-IgG adsorption to a metal surface modified with a Streptavidin monolayer were chosen for further study from this survey as they seemed to show the most promise for further development. These processes were chosen because the direct adsorption process is the simplest route with fewest stages and is likely therefore to represent the cheapest route to market. The Streptavidin process was thought to represent the most sensitive and durable sensor with fewest stages and is therefore the next most promising route.

The Streptavidin based process was the most complex and therefore examined first. It consists of 5 stages: cleaning of the metal substrate, MPA adsorption, activation with EDC/NHS solution, adsorption of Streptavidin and adsorption of biotinylated IgG. It was decided to concentrate on the bulk properties of each layer as it was produced and how the layer properties varied as functions of immersion time and temperature. EIS was identified as principle measurement technique to be used to measure the bulk properties and confirmations studies were carried out using a combination of different techniques including. Contact angle measurements, FTIR microscopy with BSA molecular labels and Fluorescence microscopy for small adsorbed molecules and AFM for layers assembled from macromolecules.

For the cleaning stage two different cleaning techniques were required depending on whether inorganic contaminants are present on the surface. It was found that the optimum working electrode pre-treatment ordinarily involves mechanical polishing followed by ultrasonication in purified water for 10 min and subsequently ultrasonication in piranha solution for 40 min. However, mechanical polishing followed by ultrasonication in purified water for 10 min and subsequently electropolishing should be employed to remove contamination when inorganic contaminants are present on the surface. The electropolishing is undertaken in 1M sulphuric acid and over the period of 30 sweeps, where each sweep occurs between potentials of 0 V and 1.5 V and occurs at a rate of 0.5 V/s.
For the MPA adsorption process characterisation was carried out using Electrochemical Impedance Spectroscopy (EIS) for temperature–time isotherms ranging from 4 °C to 40 °C. Infra-red reflection absorption spectroscopy (IRRAS) was used to confirm EIS data at an immersion temperature of 20 °C.

Changes in the resistance and capacitance of the monolayer over immersion time allowed the recognition of two distinct structures in monolayer self assembly. Initially, MPA occupying the lying down configuration was formed and evolved into a structure consisting entirely of MPA in the standing up configuration. Both structures displayed an increase in disorder with increased immersion temperature above 20 °C. Also, a disordered structure at an immersion temperature of 4 °C was displayed as a result of decreased solubility of MPA in ethanol.

No extant adsorption model can model the presence of two sequentially forming structures on the surface of a substrate. Therefore a new model (PTCS) was developed which uses a mass balance to account for the percentages of each structure on the surface and an existing adsorption model for example Kisliuk to model the actual adsorption process. The PTCS was used to model the normalized impedance data for all isotherms. The model was found to provide a good fit to all experimental data and allowed the deduction of the optimum immersion conditions as being 12 hrs at 22 °C.

EDC/NHS activation was studied initially by Contact Angle measurement and subsequently by FTIR profiling and fluorescent microscopy at 22 °C. These techniques suggested that activation of the carboxylic layer occurred by more than one process and that the presence of adsorbed activation species on the surface influenced the adsorption processes.
EIS was then used to look at the bulk properties of the activated layer during activation and the influence of temperature in more detail. A systematic study of the activation process was carried out by measuring seven different isotherms from 4 °C to 30 °C. The measurements clearly confirmed that the activation process proceeded in two stages and that two structures could be present on the surface. They also suggested that the relative rates of growth of the structures could be controlled by manipulation of the temperature to optimize the activated layer.

Determination of the optimum conditions for activation required an understanding of the kinetics and mechanisms of the processes taking place. To acquire this knowledge a new mathematical model (PTCS-PIF) that accounts for the individual contributions to activation by both random and island growth processes and the effects of surface coverage by two sequential structures was developed.

This model allowed the following deductions to be made. At very low temperatures (less than 4 °C) adsorption of both EDC and NHS is mainly by random adsorption. At temperatures between 4 °C and the Gyepi-Garbrah temperature for the MPA (~24 °C) EDC adsorption is controlled by island growth and NHS is a much slower process controlled by random adsorption. At temperatures above the Gyepi-Garbrah temperature for the MPA, both adsorption processes are controlled by island growth. A more uniform activation is achieved by island growth therefore the optimum conditions for activation are at or above the Gyepi-Garbrah temperature for the MPA formation.

Formation of the subsequent Streptavidin and b-IgG monolayers were studied using Electrochemical Impedance Spectroscopy (EIS) and Atomic Force Microscopy (AFM).

During Streptavidin monolayer formation, three distinct stages of formation were identified from the AFM results. Initially random adsorption is the dominant process, then crystal growth becomes evident where adsorption is influenced by adsorbed Streptavidin and finally the adsorption rate decreases as surface approaches saturation.
The EIS measurements were modelled using the RSA, Largergren, Kisliuk and PIF isotherm models and the statistical analysis of the fitted models revealed that the PIF isotherm provided the best approximation to experimental data. The optimum immersion period was identified as 2 hours.

During b-IgG monolayer adsorption, the strength of the Streptavidin layer interactions with the b-IgG adsorbate caused monolayer growth to primarily occur through random adsorption with a small amount of crystal growth also occurring. Hence, the monolayer formed via the nucleation and growth of large numbers of dense nanoscopic crystals.

Models used to simulate the EIS data yielded from the b-IgG adsorption process included the RSA, Largergren, Kisliuk and PIF models. All models were proven to fit the experimental data well. The Largergren, Kisliuk and PIF models provided the best fit and approximated the data equally as well as each other and the RSA model demonstrated the least best fit of the four models investigated. The fitted constants from the PIF and Kisliuk models were mutually supportive and were consistent with a large degree of monolayer adsorption being random and a small degree of adsorption being through crystal growth.

For the direct adsorption of IgG onto metal substrates a systematic study was performed using EIS and AFM to investigate the effects of temperature and immersion time on the properties of the adsorbed monolayer. The EIS impedance measurements have been modelled successfully using variations of the PTCS-Kisliuk and PTCS-PIF adsorption models. The EIS measurements and fitted adsorption models suggest that the direct adsorption of IgG onto gold substrates is a complex process that is significantly dependant on temperature. It was concluded that the optimum conditions for the formation of the layer were 20 °C and an immersion time of 2 hours. These conditions represent the highest temperature where a stable single structure is known to form on the surface in the shortest time. Above this temperature multiple structures have been shown to form that could affect the sensitivity of the sensor and further work is required to definitively determine the optimal structure.
Overall, it is concluded that the final stage of the multilayer Streptavidin process is a simple process involving the formation of a single structure largely by random adsorption. It is therefore, easier to control to produce a repeatable layer of a given consistency than the direct addition method. Comparison of the AFM studies for both processes at 20 °C suggest that the IgG molecules adsorbed via the Streptavidin multilayer process are more vertically orientated and that a higher packing density of IgG molecules is achieved for the multi stage process.
Chapter 12: Future work

The studies featured in this thesis cover a wide range of areas each of which can be expanded upon to provide a potentially valuable contribution to knowledge. Ways in which these areas can be expanded are as follows.

12.1 Further cleaning studies

The cleaning studies carried out as part of this thesis enabled an effective cleaning and polishing regime to be developed to facilitate reproducible measurements. However, it would be useful to expand this study to obtain additional information, allowing this process to be optimised. Two studies that would contribute toward this goal include:

1. Identifying the nature of the effects of initial surface contamination on the completed immunosensor’s sensitivity and reproducibility. This involves constructing calibration curves from several b-IgG modified electrodes, based on surfaces which have been cleaned to a predetermined extent.

2. Producing regular, flat surfaces through the use of flame annealing, electroplating and electropolishing techniques to improve sensor sensitivity and reproducibility. A range of different electrodes with different roughnesses would be prepared. The effect of roughness will then be correlated against calibration curves from immunosensors that have been constructed on top of the prepared electrode surfaces.

12.2 Further SAM studies

Chapter 6 provides a fundamental investigation, which could form a basis for a number of other SAM modelling studies. Such studies would provide a number of other useful insights, allowing SAM adsorption to be modelled to a greater extent. This has a wide range of applications; both to the optimisation of the device studied in this thesis as well as for other examples of SAM use.

Ways in which the study of the PTCS-Kisliuk adsorption isotherm equation can be expanded upon include:

1. A study to apply the PTCS-PIF adsorption isotherm equation to model SAM adsorption. This will provide additional insights into SAM adsorption as it has done for the subsequent monolayer adsorption stages in this thesis.
2. Examining the relationship between fitted PTCS-Kisliuk and PTCS-PIF variables and SAM chain length.

3. Examination of the relationship between the adsorption models’ variables and temperature. This requires more temperature traces to be obtained and modelled.

4. Observing how varying concentrations of two or more SAMs in a mixture affects the variables of the fitted PTCS-Kisliuk and PTCS-PIF models (where each SAM consists of different chain lengths).

5. The affect of the SAM molecules’ functional end groups on the fitted PTCS-Kisliuk and PTCS-PIF model.

6. The effect of using different solvents on the variables of the fitted PTCS-Kisliuk and PTCS-PIF models.

12.3 Expansion of the MPA activation study

The work done to optimise carboxylic acid group activation using EDC and NHS in this thesis could be expanded to include:

1. The effect of temperature on fitted PTCS-Kisliuk variables and fitted PTCS-PIF variables. However, more temperature traces would need to be obtained before there is an adequate amount of data to deduce what these relationships are.

2. It has been established that hydrolysis of EDC, O-acylisourea and NHS-ester is a hindrance to the activation process. Hydrolysis may be minimised by using alternative solvents, in place of water. It is expected that this study, if successful, could improve the final yield of NHS-ester on the surface and increase the sensor sensitivity.
12.4 Expansion of the Streptavidin and b-IgG monolayer studies and optimisation of the activated carboxylic acid blocking step

The optimisation studies for Streptavidin and b-IgG provided a useful insight into monolayer kinetics. However, another useful study that could be undertaken is the activated carboxylic acid blocking stage. Though the time period for blocking used in this study is widely accepted as being adequate, it may be possible to optimise this stage further by determining the influence of temperature and immersion time on adsorption.

The Streptavidin and b-IgG layers were effectively optimised for immersion time and a number of insights were gained into the adsorption kinetics. The process could be optimised by investigating the effect of temperature on adsorption.

12.5 Detection of Analyte (antisheep IgG)

The final step in sensor construction is to construct a calibration curve by using the immunosensor developed to detect various concentrations of analyte and correlating the impedance signal obtained at a particular frequency (which returns the largest response at a given concentration). As the type of monoclonal antibody used in this study is “sheep IgG,” the appropriate analyte is antisheep IgG.
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>Capacitance</td>
</tr>
<tr>
<td>$c$</td>
<td>Concentration of the adsorbate in the liquid phase</td>
</tr>
<tr>
<td>$C_{dl}$</td>
<td>Double layer capacitance</td>
</tr>
<tr>
<td>CPE-P</td>
<td>An equivalent circuit modelling coefficient for a CPE that is equal to capacitance when CPE-T is equal to 1.</td>
</tr>
<tr>
<td>CPE-T</td>
<td>CPE element that can occupy a value between 0 and 1. A value of 0 represents a purely resistive element and a value of 1 represents a purely capacitive element.</td>
</tr>
<tr>
<td>$C^o_r$</td>
<td>Oxidant concentration at the electrode surface</td>
</tr>
<tr>
<td>$C^r_r$</td>
<td>Reductant concentration at the electrode surface</td>
</tr>
<tr>
<td>$D_o$</td>
<td>Oxidant diffusion coefficient</td>
</tr>
<tr>
<td>$D_r$</td>
<td>Reductant diffusion coefficient</td>
</tr>
<tr>
<td>$d$</td>
<td>Monolayer thickness</td>
</tr>
<tr>
<td>$e$</td>
<td>Charge on an electron</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday constant</td>
</tr>
<tr>
<td>$F_i$</td>
<td>A coefficient representing the additional interactions that only exist around Streptavidin crystals present on the substrate surface.</td>
</tr>
<tr>
<td>$F_s$</td>
<td>A coefficient encompassing all forces encouraging random adsorption of Streptavidin to the substrate.</td>
</tr>
<tr>
<td>$f$</td>
<td>A.C. electrical current frequency</td>
</tr>
<tr>
<td>$\Delta G_{ads1}$</td>
<td>Gibbs free energy of the MPA adsorption that is dictated mainly by the S-Au interaction.</td>
</tr>
<tr>
<td>$\Delta G_{ads2}$</td>
<td>Gibbs free energy of MPA adsorption over the transitional structural formation stage.</td>
</tr>
<tr>
<td>$\Delta G_{R-Au}$</td>
<td>Gibbs free energy evolved from the MPA chain-Au Van Der Waals interactions.</td>
</tr>
<tr>
<td>$\Delta H_{ads1}$</td>
<td>Enthalpy evolved from MPA adsorption to gold.</td>
</tr>
<tr>
<td>$I$</td>
<td>Electrical current</td>
</tr>
<tr>
<td>$K$</td>
<td>A Freundlich adsorption isotherm constant that is determined experimentally.</td>
</tr>
</tbody>
</table>
$k_a$ - Rate of rod deposition in the random sequential adsorption model

$k_B$ - Boltzmann constant

$k_E$ - Kisliuk model sticking coefficient

$k_{ES}$ - Rate of desorption from the precursor state into the bulk solution in the Kisliuk model

$k_{EC}$ - Rate of adsorption around adsorbate molecules on the surface from the precursor state in the Kisliuk model

$k_1'$ - PIF island formation rate constant

$k_R$ - PIF random adsorption rate constant

$k_{p1}$ - Largergren rate constant

$n_i$ - The population of ions at a particular distance along the electrode surface normal.

$n_i^0$ - Bulk concentration ion population

$N_{S0}$ - Original number of moles of sites that are available for binding in the PIF model

$N_S$ - Moles of vacant sites at any time $t$ in the PIF model

$N_{St}$ - Number of moles of sites that are available for binding after time $t$ in the PIF model

$P$ - Equilibrium adsorbate pressure

$R$ - Universal gas constant

$R_{ct}$ - Charge transfer resistance of the multilayer in an equivalent circuit

$R_s$ - Solution resistance in an equivalent circuit

$R_{S+ohm}$ - Ohmic resistance and the uncompensated solution resistance in a Zview simulation of an equivalent circuit

$R'$ - Kisliuk random adsorption rate constant.

$S_D$ - Probability of an adsorbate molecule randomly adsorbing to the surface from the precursor state, in the Kisliuk model.

$S_E$ - Probability of a molecule forming around an adsorbate molecule on the adsorbate surface from the precursor state, in the Kisliuk model.

$\Delta S_{ads1}$ - Entropy introduced as a result of MPA molecule adsorption

$SM$ - Filled particle sites
**Greek letters**

- \( \gamma \) - Euler constant
- \( \varepsilon_r \) - Relative permittivity
- \( \delta \) - A function that represents Nernst diffusion layer thickness
- \( \Theta \) - Fractional coverage of a surface with adsorbate
- \( \Theta_1 \) - Fraction of the surface covered with the first structure at a certain immersion time in the PTCS adsorption isotherm model
Fractional coverage of structure one as a function of immersion time in the PTCS adsorption isotherm model.

Fractional coverage of the substrate surface with the second structure in the PTCS adsorption isotherm model.

Fractional coverage of structure two as a function of immersion time in the PTCS adsorption isotherm model.

Fractional coverage of a saturated substrate

Available fraction of the substrate for adsorbate to form on.

Fractional coverage of the substrate surface after adsorption time t.

Total fractional coverage of the substrate with adsorbate in the PTCS adsorption isotherm equation

Rod number density on the surface after immersion time t, in the RSA model

Saturated rod density, in the RSA model

Proportionality constant

A PTCS coefficient corresponding to the peak coverage of structure 1 on the surface

A PTCS coefficient corresponding to the final concentration of structure 2 on the surface

Chi squared value, determining the goodness of fit between isotherm model predicted values and experimental data.

Radial frequency
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Appendix 1: Simulated Equivalent circuit elements in “ZView2” by Scribner associates, Inc.

Even though construction of an equivalent circuit is relatively simple, provided one has an appropriate knowledge of the electrical properties of the electrochemical system under consideration and has an understanding of typical equivalent circuits employed, fitting parameters to accurately model experimental data can often prove a time consuming process. For this reason simulations have been created which attempt to fit theoretical impedance data from a user-specified equivalent circuit with values very roughly approximating that of the finished model. The equivalent circuit values are then altered by the simulation program software until modelled impedance data provides a fit to experimental data.

For the sake of simplicity, equivalent circuit variables independent of frequency are often grouped together in “ZView2” and assigned coefficients such as R, T and P, thereby reducing the number of variables involved in the necessary computer modelling iterations and allowing fast and accurate modelling. In the case of the CPE, T and P simply replace \( Y_0 \) and \( n \) respectively (equation (A1.1)), however, in the case of ZView2 “Short Circuit Terminus Warburg impedance” (equation (A1.2)), element R is a constant formed as a result of Warburg impedance element equation simplification and is dictated by the Warburg coefficient. In this instance, T is defined in equation (equation (A1.3)), where \( L \) is the diffusion layer thickness and \( D \) is the diffusion coefficient of redox ions through the diffusion layer media and \( P \) is 0.5 for experimental data with ideal mass transfer.

\[
|Z| = \frac{1}{T(j\omega)^P} \tag{A1.1}
\]

\[
|Z| = \frac{R \tanh[(j\omega \tau)^P]}{(j\omega \tau)^P} \tag{A1.2}
\]

\[
T = \frac{L^2}{D} \tag{A1.3}
\]
Unfortunately, not all electrochemical cells display ideal linear diffusion and as a result phase angle diverges from $45^\circ$. Thus, the parameter $P$ in equation (A1.2) can occupy any value between 0 and 1, although it typically remains approximately equal to 0.5 in fitted aqueous electrochemical models. In spite of the accuracy of the Short Circuit Terminus Warburg impedance element for an aqueous electrochemical system, other electrochemical systems require the application of a different Warburg element called an “Open Circuit Terminus,” which exhibits a phase angle of $45^\circ$ initially but changes to exhibit pure capacitive behaviour beneath a particular frequency. As the Open Circuit Terminus Warburg element is not relevant to this study it will not be discussed in further detail nor will the other types of simulated impedance elements unrelated to the electrochemical system under analysis in this study.

As the constants of $R$, $T$ and $P$ for each simulated equivalent circuit component vary depending on electrochemical system properties and kinetics, trends can be identified in these constants for varying monolayer immersion periods, which allows trends in individual physical properties of the system to be deduced.
Appendix 2: Chapter 7 Model and experimental data for adsorption of EDC and NHS to an MPA modified surface, during activation.

Table A2.1: Fitted values and chi squared values ($\chi^2$) for the PTCS-Kisliuk model, showing goodness of fit

<table>
<thead>
<tr>
<th>Adsorption temperature (C)</th>
<th>R_1'</th>
<th>R_2'</th>
<th>k_{E1}</th>
<th>k_{E2}</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.478</td>
<td>0.1531</td>
<td>0</td>
<td>5.053</td>
<td>0.1953</td>
<td>0.0654</td>
<td>0.02604</td>
</tr>
<tr>
<td>15</td>
<td>1.412</td>
<td>0.1531</td>
<td>63.22</td>
<td>148.8</td>
<td>0.2115</td>
<td>0.11032</td>
<td>0.8828</td>
</tr>
<tr>
<td>18</td>
<td>0.0946</td>
<td>0.3781</td>
<td>223.5</td>
<td>20.33</td>
<td>0.4382</td>
<td>0.0749</td>
<td>0.1776</td>
</tr>
<tr>
<td>22</td>
<td>0.0503</td>
<td>0.6505</td>
<td>330.7</td>
<td>7.696</td>
<td>1.364</td>
<td>0.1336</td>
<td>0.02583</td>
</tr>
<tr>
<td>25</td>
<td>0.4620</td>
<td>0.1054</td>
<td>58.24</td>
<td>99.31</td>
<td>1.308</td>
<td>0.05078</td>
<td>0.5961</td>
</tr>
<tr>
<td>27</td>
<td>0.5650</td>
<td>0.1054</td>
<td>52.91</td>
<td>101.4</td>
<td>0.5367</td>
<td>0.05076</td>
<td>0.09572</td>
</tr>
<tr>
<td>30</td>
<td>0.5764</td>
<td>0.1211</td>
<td>52.61</td>
<td>115.2</td>
<td>0.1090</td>
<td>0.05063</td>
<td>0.007997</td>
</tr>
</tbody>
</table>

Table A2.2: Experimental and calculated impedances for the fitted PTCS-Kisliuk model at 27 °C.

<table>
<thead>
<tr>
<th>Normalised impedance values</th>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.0152</td>
<td>0.00821</td>
<td>4.90 x 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>0.063</td>
<td>0.0270</td>
<td>0.0524</td>
<td>0.000642</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.127</td>
<td>0.0860</td>
<td>0.00166</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.429</td>
<td>0.435</td>
<td>3.29 x 10^{-3}</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.469</td>
<td>0.454</td>
<td>0.000219</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td>0.350</td>
<td>0.370</td>
<td>0.000422</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>0.309</td>
<td>0.254</td>
<td>0.002936</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>0.159</td>
<td>0.155</td>
<td>1.58 x 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.126</td>
<td>0.0961</td>
<td>0.000897</td>
</tr>
<tr>
<td></td>
<td>0.73</td>
<td>0.0434</td>
<td>0.0690</td>
<td>0.000654</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>0.0702</td>
<td>0.0578</td>
<td>0.000154</td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>0.0302</td>
<td>0.0535</td>
<td>0.000542</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.0385</td>
<td>0.0518</td>
<td>0.000176</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.0466</td>
<td>0.0508</td>
<td>1.75 x 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>1.667</td>
<td>0.0288</td>
<td>0.0508</td>
<td>0.000481</td>
</tr>
<tr>
<td><strong>Average Error</strong></td>
<td>0.000747</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure A2.1: Normalised Raw EIS data at temperatures less than the Gyepi-Garbrah critical temperature (Tc) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer. Discrete points show the actual experimental data, the lines show the calculated impedance from the fitted PTCS-Kisliuk model and PTCS-PIF model.
Figure A2.2: Raw EIS data at temperatures greater than the Gyepi-Garbrah critical temperature (Tc) (Gyepi-Garbrah and Šilerová, 2001) of the MPA monolayer. The isotherm at 22 °C is also included for comparison. The discrete points show the actual experimental data. The lines show the calculated impedance from the fitted PTCS-Kisliuk model and the PTCS-PIF model.

Table A2.3: Fitted values and chi squared values ($\chi^2$) for the PTCS-PIF model, showing goodness of fit.

<table>
<thead>
<tr>
<th>Adsorption temperature (C)</th>
<th>$k_{R1}$</th>
<th>$k_{R2}$</th>
<th>$k'_{11}$</th>
<th>$k'_{12}$</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.496</td>
<td>0.1478</td>
<td>0</td>
<td>0.7924</td>
<td>0.195</td>
<td>0.065</td>
<td>0.005916</td>
</tr>
<tr>
<td>15</td>
<td>2.239</td>
<td>2.040</td>
<td>43.00</td>
<td>10.10</td>
<td>0.2914</td>
<td>0.1103</td>
<td>0.8038</td>
</tr>
<tr>
<td>18</td>
<td>0.03322</td>
<td>1.539</td>
<td>24.96</td>
<td>4.402</td>
<td>0.6748</td>
<td>0.0663</td>
<td>0.4016</td>
</tr>
<tr>
<td>22</td>
<td>0.003651</td>
<td>2.216</td>
<td>25.85</td>
<td>2.515</td>
<td>2.141</td>
<td>0.1333</td>
<td>0.4687</td>
</tr>
<tr>
<td>25</td>
<td>0.6428</td>
<td>0.4391</td>
<td>21.34</td>
<td>7.278</td>
<td>1.652</td>
<td>0.05000</td>
<td>0.4255</td>
</tr>
<tr>
<td>27</td>
<td>0.7020</td>
<td>0.1253</td>
<td>29.25</td>
<td>9.385</td>
<td>0.5296</td>
<td>0.03514</td>
<td>0.06710</td>
</tr>
<tr>
<td>30</td>
<td>0.5274</td>
<td>0.1250</td>
<td>29.99</td>
<td>11.53</td>
<td>0.1220</td>
<td>0.05087</td>
<td>0.008938</td>
</tr>
</tbody>
</table>
Table A2.4: Experimental and calculated impedances for the fitted PTCS-PIF model at 27 °C

<table>
<thead>
<tr>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.0152</td>
<td>0.0100</td>
<td>2.75 x 10⁻⁵</td>
</tr>
<tr>
<td>0.063</td>
<td>0.0270</td>
<td>0.0615</td>
<td>0.001186</td>
</tr>
<tr>
<td>0.08</td>
<td>0.127</td>
<td>0.0990</td>
<td>0.00077</td>
</tr>
<tr>
<td>0.19</td>
<td>0.429</td>
<td>0.436</td>
<td>4.52 x 10⁻⁵</td>
</tr>
<tr>
<td>0.28</td>
<td>0.469</td>
<td>0.451</td>
<td>0.00031</td>
</tr>
<tr>
<td>0.37</td>
<td>0.350</td>
<td>0.380</td>
<td>0.000926</td>
</tr>
<tr>
<td>0.46</td>
<td>0.309</td>
<td>0.278</td>
<td>0.000918</td>
</tr>
<tr>
<td>0.55</td>
<td>0.159</td>
<td>0.179</td>
<td>0.000391</td>
</tr>
<tr>
<td>0.64</td>
<td>0.126</td>
<td>0.108</td>
<td>0.000325</td>
</tr>
<tr>
<td>0.73</td>
<td>0.0434</td>
<td>0.069</td>
<td>0.000652</td>
</tr>
<tr>
<td>0.82</td>
<td>0.0702</td>
<td>0.0501</td>
<td>0.000406</td>
</tr>
<tr>
<td>0.91</td>
<td>0.0302</td>
<td>0.0416</td>
<td>0.00013</td>
</tr>
<tr>
<td>1</td>
<td>0.0385</td>
<td>0.0379</td>
<td>3.64 x 10⁻⁷</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0466</td>
<td>0.0352</td>
<td>0.00013</td>
</tr>
<tr>
<td>1.667</td>
<td>0.0288</td>
<td>0.0351</td>
<td>4 x 10⁻³</td>
</tr>
</tbody>
</table>

**Average Error**: 0.000391
Appendix 3: Model and experimental data for adsorption of Streptavidin onto an activated MPA monolayer

Table A3.1: Experimental and calculated impedances for the fitted RSA model

<table>
<thead>
<tr>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0833</td>
<td>0.0298</td>
<td>0.1926</td>
<td>0.1628</td>
</tr>
<tr>
<td>0.1667</td>
<td>0.0726</td>
<td>0.3230</td>
<td>0.2504</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.1391</td>
<td>0.4171</td>
<td>0.2780</td>
</tr>
<tr>
<td>0.3333</td>
<td>0.3006</td>
<td>0.4883</td>
<td>0.1877</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.4543</td>
<td>0.5887</td>
<td>0.1344</td>
</tr>
<tr>
<td>0.5833</td>
<td>0.5453</td>
<td>0.6255</td>
<td>0.0802</td>
</tr>
<tr>
<td>0.6667</td>
<td>0.6483</td>
<td>0.6562</td>
<td>0.0079</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.6714</td>
<td>0.6822</td>
<td>0.0108</td>
</tr>
<tr>
<td>0.8333</td>
<td>0.7361</td>
<td>0.7046</td>
<td>0.0314</td>
</tr>
<tr>
<td>0.9167</td>
<td>0.8507</td>
<td>0.7241</td>
<td>0.1267</td>
</tr>
<tr>
<td>1.0833</td>
<td>0.9594</td>
<td>0.7562</td>
<td>0.2033</td>
</tr>
<tr>
<td>1.1667</td>
<td>0.8668</td>
<td>0.7696</td>
<td>0.0973</td>
</tr>
<tr>
<td>1.2500</td>
<td>0.9271</td>
<td>0.7816</td>
<td>0.1456</td>
</tr>
<tr>
<td>1.3333</td>
<td>0.9981</td>
<td>0.7924</td>
<td>0.2057</td>
</tr>
<tr>
<td>1.5000</td>
<td>0.9392</td>
<td>0.8111</td>
<td>0.1281</td>
</tr>
<tr>
<td>1.7500</td>
<td>0.9710</td>
<td>0.8336</td>
<td>0.1374</td>
</tr>
<tr>
<td>2.0000</td>
<td>0.8513</td>
<td>0.8513</td>
<td>0.0000</td>
</tr>
<tr>
<td>2.5833</td>
<td>1.0000</td>
<td>0.8774</td>
<td>0.1226</td>
</tr>
</tbody>
</table>

Average Error 0.1283
Table A3.2: Experimental and calculated impedances for the fitted Lagargren model

<table>
<thead>
<tr>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0833</td>
<td>0.0298</td>
<td>0.1272</td>
<td>0.0119</td>
</tr>
<tr>
<td>0.1667</td>
<td>0.0726</td>
<td>0.2382</td>
<td>0.0624</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.1391</td>
<td>0.3351</td>
<td>0.3351</td>
</tr>
<tr>
<td>0.3333</td>
<td>0.3006</td>
<td>0.4197</td>
<td>0.0347</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.4543</td>
<td>0.5579</td>
<td>0.1036</td>
</tr>
<tr>
<td>0.5833</td>
<td>0.5453</td>
<td>0.6141</td>
<td>0.0688</td>
</tr>
<tr>
<td>0.6667</td>
<td>0.6483</td>
<td>0.6632</td>
<td>0.0149</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.6714</td>
<td>0.7060</td>
<td>0.0346</td>
</tr>
<tr>
<td>0.8333</td>
<td>0.7361</td>
<td>0.7434</td>
<td>0.0073</td>
</tr>
<tr>
<td>0.9167</td>
<td>0.8507</td>
<td>0.7761</td>
<td>0.0747</td>
</tr>
<tr>
<td>1.0833</td>
<td>0.9594</td>
<td>0.8294</td>
<td>0.1300</td>
</tr>
<tr>
<td>1.1667</td>
<td>0.8668</td>
<td>0.8511</td>
<td>0.0157</td>
</tr>
<tr>
<td>1.2500</td>
<td>0.9271</td>
<td>0.8700</td>
<td>0.0571</td>
</tr>
<tr>
<td>1.3333</td>
<td>0.9981</td>
<td>0.8866</td>
<td>0.1116</td>
</tr>
<tr>
<td>1.5000</td>
<td>0.9392</td>
<td>0.9136</td>
<td>0.0256</td>
</tr>
<tr>
<td>1.7500</td>
<td>0.9710</td>
<td>0.9425</td>
<td>0.0284</td>
</tr>
<tr>
<td>2.0000</td>
<td>0.8513</td>
<td>0.9618</td>
<td>0.1105</td>
</tr>
<tr>
<td>2.5833</td>
<td>1.0000</td>
<td>0.9831</td>
<td>0.0169</td>
</tr>
</tbody>
</table>

**Average Error** 0.0691
Table A3.3: Experimental and calculated impedances for the fitted Kisliuk model

<table>
<thead>
<tr>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0833</td>
<td>0.0298</td>
<td>0.0546</td>
<td>0.0247</td>
</tr>
<tr>
<td>0.1667</td>
<td>0.0726</td>
<td>0.1194</td>
<td>0.0468</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.1391</td>
<td>0.1940</td>
<td>0.0549</td>
</tr>
<tr>
<td>0.3333</td>
<td>0.3006</td>
<td>0.2767</td>
<td>0.0239</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.4543</td>
<td>0.4543</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.5833</td>
<td>0.5453</td>
<td>0.5416</td>
<td>0.0037</td>
</tr>
<tr>
<td>0.6667</td>
<td>0.6483</td>
<td>0.6229</td>
<td>0.0254</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.6714</td>
<td>0.6958</td>
<td>0.0244</td>
</tr>
<tr>
<td>0.8333</td>
<td>0.7361</td>
<td>0.7587</td>
<td>0.0227</td>
</tr>
<tr>
<td>0.9167</td>
<td>0.8507</td>
<td>0.8114</td>
<td>0.0393</td>
</tr>
<tr>
<td>1.0833</td>
<td>0.9594</td>
<td>0.8885</td>
<td>0.0709</td>
</tr>
<tr>
<td>1.1667</td>
<td>0.8668</td>
<td>0.9154</td>
<td>0.0485</td>
</tr>
<tr>
<td>1.2500</td>
<td>0.9271</td>
<td>0.8700</td>
<td>0.0571</td>
</tr>
<tr>
<td>1.3333</td>
<td>0.9981</td>
<td>0.8866</td>
<td>0.1116</td>
</tr>
<tr>
<td>1.5000</td>
<td>0.9392</td>
<td>0.9732</td>
<td>0.0339</td>
</tr>
<tr>
<td>1.7500</td>
<td>0.9710</td>
<td>0.9889</td>
<td>0.0180</td>
</tr>
<tr>
<td>2.0000</td>
<td>0.8513</td>
<td>0.9955</td>
<td>0.1442</td>
</tr>
<tr>
<td>2.5833</td>
<td>1.0000</td>
<td>0.9992</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Average Error 0.0417
Table A3.4: Experimental and calculated impedances for the fitted PIF model

<table>
<thead>
<tr>
<th>Immersion time (hrs)</th>
<th>Experimental Values</th>
<th>Predicted Values</th>
<th>Error (abs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0833</td>
<td>0.0298</td>
<td>0.0236</td>
<td>0.0063</td>
</tr>
<tr>
<td>0.1667</td>
<td>0.0726</td>
<td>0.0851</td>
<td>0.0125</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.1391</td>
<td>0.1706</td>
<td>0.0315</td>
</tr>
<tr>
<td>0.3333</td>
<td>0.3006</td>
<td>0.2675</td>
<td>0.0331</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.4543</td>
<td>0.4600</td>
<td>0.0057</td>
</tr>
<tr>
<td>0.5833</td>
<td>0.5453</td>
<td>0.5453</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.6667</td>
<td>0.6483</td>
<td>0.6204</td>
<td>0.0279</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.6714</td>
<td>0.6851</td>
<td>0.0137</td>
</tr>
<tr>
<td>0.8333</td>
<td>0.7361</td>
<td>0.7399</td>
<td>0.0038</td>
</tr>
<tr>
<td>0.9167</td>
<td>0.8507</td>
<td>0.7859</td>
<td>0.0649</td>
</tr>
<tr>
<td>1.0833</td>
<td>0.9594</td>
<td>0.8557</td>
<td>0.1038</td>
</tr>
<tr>
<td>1.1667</td>
<td>0.8668</td>
<td>0.8817</td>
<td>0.0149</td>
</tr>
<tr>
<td>1.2500</td>
<td>0.9271</td>
<td>0.9031</td>
<td>0.0240</td>
</tr>
<tr>
<td>1.3333</td>
<td>0.9981</td>
<td>0.9207</td>
<td>0.0774</td>
</tr>
<tr>
<td>1.5000</td>
<td>0.9392</td>
<td>0.9469</td>
<td>0.0077</td>
</tr>
<tr>
<td>1.7500</td>
<td>0.9710</td>
<td>0.9710</td>
<td>0.0000</td>
</tr>
<tr>
<td>2.0000</td>
<td>0.8513</td>
<td>0.9841</td>
<td>0.1328</td>
</tr>
<tr>
<td>2.5833</td>
<td>1.0000</td>
<td>0.9953</td>
<td>0.0047</td>
</tr>
</tbody>
</table>

Average Error 0.0314
Appendix 4: Model and experimental data for adsorption of Biotinylated IgG onto a Streptavidin monolayer

Table A4.1: Experimental and calculated impedances for the fitted RSA model

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>Normalised Impedance values</th>
<th>Predicted Impedance values</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.175</td>
<td>0.275</td>
<td>0.0997</td>
</tr>
<tr>
<td>0.116667</td>
<td>0.379</td>
<td>0.470</td>
<td>0.0912</td>
</tr>
<tr>
<td>0.166667</td>
<td>0.418</td>
<td>0.557</td>
<td>0.1404</td>
</tr>
<tr>
<td>0.25</td>
<td>0.668</td>
<td>0.655</td>
<td>0.0127</td>
</tr>
<tr>
<td>0.5</td>
<td>0.941</td>
<td>0.792</td>
<td>0.0068</td>
</tr>
<tr>
<td>0.75</td>
<td>0.798</td>
<td>0.851</td>
<td>0.0906</td>
</tr>
<tr>
<td>1</td>
<td>0.969</td>
<td>0.884</td>
<td>0.0850</td>
</tr>
<tr>
<td>1.5</td>
<td>1.000</td>
<td>0.919</td>
<td>0.0807</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>0.0675</td>
</tr>
</tbody>
</table>

Table A4.2: Experimental and calculated impedances for the fitted Lagergren model

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>Normalised Impedance values</th>
<th>Predicted Impedance values</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.175</td>
<td>0.172</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.116667</td>
<td>0.379</td>
<td>0.357</td>
<td>0.0220</td>
</tr>
<tr>
<td>0.166667</td>
<td>0.418</td>
<td>0.467</td>
<td>0.0492</td>
</tr>
<tr>
<td>0.25</td>
<td>0.668</td>
<td>0.611</td>
<td>0.0564</td>
</tr>
<tr>
<td>0.5</td>
<td>0.941</td>
<td>0.849</td>
<td>0.0506</td>
</tr>
<tr>
<td>0.75</td>
<td>0.798</td>
<td>0.941</td>
<td>2.204E-12</td>
</tr>
<tr>
<td>1</td>
<td>0.969</td>
<td>0.977</td>
<td>0.0085</td>
</tr>
<tr>
<td>1.5</td>
<td>1.000</td>
<td>0.997</td>
<td>0.0034</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>0.0215</td>
</tr>
</tbody>
</table>
### Table A4.3: Experimental and calculated impedances for the fitted Kisliuk model

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>Normalised Impedance values</th>
<th>Predicted Impedance values</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.175</td>
<td>0.17536</td>
<td>4.37x10^-9</td>
</tr>
<tr>
<td>0.1166667</td>
<td>0.379</td>
<td>0.362436</td>
<td>0.016138</td>
</tr>
<tr>
<td>0.1666667</td>
<td>0.418</td>
<td>0.474287</td>
<td>0.056072</td>
</tr>
<tr>
<td>0.25</td>
<td>0.668</td>
<td>0.618826</td>
<td>0.04888</td>
</tr>
<tr>
<td>0.5</td>
<td>0.941</td>
<td>0.854707</td>
<td>0.056434</td>
</tr>
<tr>
<td>0.75</td>
<td>0.798</td>
<td>0.944618</td>
<td>0.00335</td>
</tr>
<tr>
<td>1</td>
<td>0.969</td>
<td>0.97889</td>
<td>0.010248</td>
</tr>
<tr>
<td>1.5</td>
<td>1.000</td>
<td>0.996933</td>
<td>0.003067</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td><strong>0.0216</strong></td>
</tr>
</tbody>
</table>

### Table A4.4: Experimental and calculated impedances for the fitted PIF model

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>Normalised Impedance values</th>
<th>Predicted Impedance values</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.175</td>
<td>0.160</td>
<td>0.016</td>
</tr>
<tr>
<td>0.1166667</td>
<td>0.379</td>
<td>0.360</td>
<td>0.019</td>
</tr>
<tr>
<td>0.1666667</td>
<td>0.418</td>
<td>0.491</td>
<td>0.073</td>
</tr>
<tr>
<td>0.25</td>
<td>0.668</td>
<td>0.668</td>
<td>0.000</td>
</tr>
<tr>
<td>0.75</td>
<td>0.941</td>
<td>0.924</td>
<td>0.125</td>
</tr>
<tr>
<td>0.5</td>
<td>0.798</td>
<td>0.984</td>
<td>0.043</td>
</tr>
<tr>
<td>1</td>
<td>0.969</td>
<td>0.997</td>
<td>0.028</td>
</tr>
<tr>
<td>1.5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.251E-04</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td><strong>0.0338</strong></td>
</tr>
</tbody>
</table>
Appendix 5: Model and Experimental data for direct adsorption of IgG on gold substrates.

Table A5.1: Experimental and calculated impedances for the fitted Kisliuk model for the 4 °C isotherm.

<table>
<thead>
<tr>
<th>Time</th>
<th>Normalised Experimental impedance value</th>
<th>calculated value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.083333</td>
<td>0.002636</td>
<td>0.004681</td>
<td>0.002045</td>
</tr>
<tr>
<td>0.166667</td>
<td>0.012386</td>
<td>0.010498</td>
<td>0.001888</td>
</tr>
<tr>
<td>0.333333</td>
<td>0.035557</td>
<td>0.026076</td>
<td>0.009481</td>
</tr>
<tr>
<td>0.5</td>
<td>0.06259</td>
<td>0.047067</td>
<td>0.015523</td>
</tr>
<tr>
<td>0.75</td>
<td>0.08514</td>
<td>0.08485</td>
<td>0.00029</td>
</tr>
<tr>
<td>1</td>
<td>0.118657</td>
<td>0.11964</td>
<td>0.000984</td>
</tr>
<tr>
<td>1.5</td>
<td>0.145326</td>
<td>0.155961</td>
<td>0.010634</td>
</tr>
<tr>
<td>2</td>
<td>0.152421</td>
<td>0.164865</td>
<td>0.012443</td>
</tr>
<tr>
<td>2.5</td>
<td>0.16757</td>
<td>0.166603</td>
<td>0.000967</td>
</tr>
</tbody>
</table>

Average: 0.005426

Table A5.2: Experimental and calculated impedances for the fitted PIF model for the 4 °C isotherm

<table>
<thead>
<tr>
<th>Time</th>
<th>Normalised Experimental impedance value</th>
<th>Predicted value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.083333</td>
<td>0.002636</td>
<td>0.003158</td>
<td>0.000523</td>
</tr>
<tr>
<td>0.166667</td>
<td>0.012386</td>
<td>0.011318</td>
<td>0.001068</td>
</tr>
<tr>
<td>0.333333</td>
<td>0.035557</td>
<td>8.33x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.06259</td>
<td>0.06205</td>
<td>0.00054</td>
</tr>
<tr>
<td>0.75</td>
<td>0.08514</td>
<td>0.095766</td>
<td>0.010626</td>
</tr>
<tr>
<td>1</td>
<td>0.118657</td>
<td>0.119578</td>
<td>0.000921</td>
</tr>
<tr>
<td>1.5</td>
<td>0.145326</td>
<td>1.01E-05</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.152421</td>
<td>0.155629</td>
<td>0.003208</td>
</tr>
<tr>
<td>2.5</td>
<td>0.16757</td>
<td>0.159629</td>
<td>0.007941</td>
</tr>
</tbody>
</table>

Average: 0.002484
Table A5.3: Experimental and calculated impedances for the fitted Kisliuk model for the 40 °C isotherm.

<table>
<thead>
<tr>
<th>Time</th>
<th>Normalised Experimental impedance value</th>
<th>Predicted value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.066667</td>
<td>0.1132</td>
<td>0.160222</td>
<td>0.047022</td>
</tr>
<tr>
<td>0.116667</td>
<td>0.413939</td>
<td>0.278877</td>
<td>0.135062</td>
</tr>
<tr>
<td>0.2</td>
<td>0.465419</td>
<td>0.457249</td>
<td>0.00817</td>
</tr>
<tr>
<td>0.283333</td>
<td>0.53414</td>
<td>0.594168</td>
<td>0.060028</td>
</tr>
<tr>
<td>0.4</td>
<td>0.657106</td>
<td>0.703539</td>
<td>0.046432</td>
</tr>
<tr>
<td>0.6</td>
<td>0.710086</td>
<td>0.722314</td>
<td>0.012229</td>
</tr>
<tr>
<td>0.8</td>
<td>0.597859</td>
<td>0.648697</td>
<td>0.050837</td>
</tr>
<tr>
<td>1</td>
<td>0.610751</td>
<td>0.560531</td>
<td>0.05022</td>
</tr>
<tr>
<td>1.5</td>
<td>0.393046</td>
<td>0.39538</td>
<td>0.002335</td>
</tr>
<tr>
<td>2.5</td>
<td>0.260142</td>
<td>0.274148</td>
<td>0.336603</td>
</tr>
<tr>
<td>3</td>
<td>0.257794</td>
<td>0.257794</td>
<td>0.135251</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.073682</td>
<td></td>
</tr>
</tbody>
</table>

Table A5.4: Experimental and calculated impedances for the fitted PTCS-PIF model for the 40 °C isotherm

<table>
<thead>
<tr>
<th>Time</th>
<th>Normalised Experimental impedance value</th>
<th>Predicted value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.066667</td>
<td>0.1132</td>
<td>0.113453</td>
<td>0.000253</td>
</tr>
<tr>
<td>0.116667</td>
<td>0.413939</td>
<td>0.247824</td>
<td>0.166115</td>
</tr>
<tr>
<td>0.2</td>
<td>0.465419</td>
<td>0.438516</td>
<td>0.026903</td>
</tr>
<tr>
<td>0.283333</td>
<td>0.53414</td>
<td>0.566711</td>
<td>0.032572</td>
</tr>
<tr>
<td>0.4</td>
<td>0.657106</td>
<td>0.661485</td>
<td>0.004379</td>
</tr>
<tr>
<td>0.6</td>
<td>0.710086</td>
<td>0.682856</td>
<td>0.027229</td>
</tr>
<tr>
<td>0.8</td>
<td>0.597859</td>
<td>0.62613</td>
<td>0.028270</td>
</tr>
<tr>
<td>1</td>
<td>0.610751</td>
<td>0.551951</td>
<td>0.058800</td>
</tr>
<tr>
<td>1.5</td>
<td>0.393046</td>
<td>0.401556</td>
<td>0.008510</td>
</tr>
<tr>
<td>2.5</td>
<td>0.260142</td>
<td>0.278197</td>
<td>0.018055</td>
</tr>
<tr>
<td>3</td>
<td>0.257794</td>
<td>0.259157</td>
<td>0.001362</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.031037</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 6: Publications resulting from this thesis